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Abstract. In this paper we show the Parseval formula (Theorem 2.5) for the
generator of wave equations with some dissipative terms of rank one. Moreover
we resolve the solutions for that equations into several modes by using the
Parseval formula.
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§1. Introduction

The resolution of modes for selfadjoint systems has been discussed and studied
by many authors. However, it seems that such arguments for non-selfadjoint
(dissipative) systems are not sufficient. In this paper we shall consider the
problem above for a dissipative system (1.1) below.

Let s ∈ R and L2
s(R) be the weighted L2 space on R defined by

L2
s(R) = {u(x); ‖u‖s < ∞},

where
‖u‖2

s =
∫

R
(1 + |x|2)s|u(x)|2 dx.

In the case s = 0, we denote L2
0(R) by L2(R).
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In this paper we deal with the following equation:

(1.1) ∂2
t u(x, t) + 〈∂tu, ϕ〉0 ϕ(x)− ∂2

xu(x, t) = 0, (x, t) ∈ R× R+

where ∂t = ∂/∂t, ∂x = ∂/∂x, ϕ(x) ∈ L2
s(R) for some s > 1/2 and 〈·, ·〉0 is the

inner product of L2(R).
We deal with (1.1) as a perturbed system of

(1.2) ∂2
t u(x, t)− ∂2

xu(x, t) = 0, (x, t) ∈ R× R.

Put f(t) = t(u(x, t), ∂tu(x, t)). Then (1.1) and (1.2) can be written as

∂tf(t) = −iAf(t) and ∂tf(t) = −iA0f(t),

where

A = i

(
0 1
∂2

x −〈·, ϕ〉0 ϕ

)
and A0 = i

(
0 1
∂2

x 0

)
,

respectively.
To formulate A and A0, we prepare the following notations.
Let H be Hilbert space with the inner product:

〈f, g〉 =
∫

R
(∂xf1(x)∂xg1(x) + f2(x)g2(x)) dx,

where f = t(f1, f2) and g = t(g1, g2). The norm of H is denoted by ‖ · ‖. We
define the domain of A and A0 as follows:

D(A) = D(A0) =
{
f = t(f1, f2) ∈ H; ∂2

xf1 ∈ L2(R), f2 ∈ H1(R)
}

,

where Hs(R) is the Sobolev space of order s (∈ R) on R. Then [12] Theorem
X-50 implies that A and A0 generate contraction semi-group {e−itA}t=0 and
unitary group {e−itA0}t∈R, respectively. We denote by R(z) (resp. R0(z)) the
resolvent of A (resp. A0), (A − z)−1 (resp. (A0 − z)−1) for z ∈ ρ(A) (resp.
ρ(A0)), where ρ(A) (resp. ρ(A0)) is the resolvent set of A (resp.A0).

We denote by û the Fourier transformation of tempered distribution u. We
use the notation B(E, F ) as the space of bounded operators from E to F ,
where E and F are Banach spaces.

Applying the proof of [9] (or [4]), we obtain the following theorem.

Theorem 1.1. The following holds.

(1) A has no real eigenvalues.

(2) The wave operator
W = s-lim

t→∞ eitA0e−itA

exists as a non-trivial operator from H to H.
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Theorem 1.1 (2) implies that there exist non-trivial initial data f and f+ (=
Wf) such that

lim
t→∞ ‖e

−itAf − e−itA0f+‖ = 0

and
lim
t→∞ ‖e

−itAf‖ 6= 0.

This means that the system from (1.1),

(1.3) f(t) = e−itAf, f(0) = f ∈ H

has the scattering mode. Theorem 1.1(1) implies that (1.3) does not have the
bound mode which is also

lim
t→∞ ‖e

−itAf‖ 6= 0

for some f ∈ H, but not scattering mode. Then we have questions:

(Q1) Does (1.3) have the dissipative mode ? This mode means

lim
t→∞ ‖e

−itAf‖ = 0

for some f (6= 0) ∈ H.

(Q2) Is it true that (1.3) is equal to the linear combination of modes which
are found ?

(Q2) asks the possibility of the resolution of modes for (1.3).
Our aim is to answer (Q1) and (Q2). We assume the following:

(A1) ϕ(x) ∈ L2
1+s(R)

for some s > 1/2 and

(A2) Φ(λ) 5 Φ(µ), (0 5 µ 5 λ),

where
Φ(λ) = |ϕ̂(λ)|2 + |ϕ̂(−λ)|2.

Remark 1.2. If we assume that 1−1/2
∣∣∫
R ϕ(x) dx

∣∣2 6= 0, (A1) can be replaced
by

ϕ(x) ∈ L2
s(R)

for some s > 1/2 (cf. section 3∼section 5 ).
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We give answers for (Q1) and (Q2). Denote the set of the spectrum of A
by σ(A)(= C\ρ(A)). Since A is m-dissipative, σ(A) ⊂ C−. Then we have

(1.4) σ(A) ∩ C− =





∅,
(

1− 1
2

∣∣∣∣
∫

R
ϕ(x)

∣∣∣∣
2

= 0

)
,

{iκ0},
(

1− 1
2

∣∣∣∣
∫

R
ϕ(x)

∣∣∣∣
2

< 0

)

for some κ0 < 0. Moreover iκ0 is an eigenvalue and its multiplicity is one.
The details and proof for (1.4) are given in section 2 and 4, respectively.

In the case 1− 1/2
∣∣∫
R ϕ(x) dx

∣∣2 < 0, according to [13] Theorem XII.5, we
define a projection P with respect to iκ0 as follows: for f, g ∈ H

(1.5) 〈Pf, g〉 =
−1
2πi

∫

Γ
〈R(z)f, g〉 , dz,

where Γ (⊂ C−) is a closed curve enclosed iκ0.
Then it is easy to show that

(1.6) Range P ⊂ Ker W.

(1.6) gives an answer for (Q1).
The Parseval formula (Theorem 2.5) stated in section 2 implies

(1.7) Ker W =





{0},
(

1− 1
2

∣∣∣∣
∫

R
ϕ(x)

∣∣∣∣
2

= 0

)
,

Range P,

(
1− 1

2

∣∣∣∣
∫

R
ϕ(x)

∣∣∣∣
2

< 0

)
.

The Parseval formula (Theorem 2.5) will be proven in section 4. The answer
for (Q2) is affirmative by (1.7). Indeed, for the cases of Γ (−i0) = 0, (1.3) is
described by scattering mode only, i.e. f 6= 0 if and only if Wf 6= 0 and

lim
t→∞ ‖e

−itAf − e−itA0Wf‖ = 0.

In the cases Γ (−i0) < 0, (1.3) is described by linear combination of scattering
and dissipative modes, i.e. for the decomposition

e−itAf = e−itA(f − Pf) + e−itAPf,

f − Pf 6= 0 if and only if Wf 6= 0 and

lim
t→∞ ‖e

−itAf − e−itA0Wf‖ = lim
t→∞ ‖e

−itA(f − Pf)− e−itA0Wf‖ = 0.
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We are interested in scattering theory and the resolution of modes for dissi-
pative systems. In our previous paper [5] we have dealt with some Schrödinger
equations with dissipative perturbation of rank one which are solvable models.
[5] has also established the Parseval formula and answered the same questions.

In order to prove the Parseval formula, we have to characterize some sin-
gular points of R(z) (cf. section 2). These points are non-real eigenvalue
iκ0 as in (1.4) and “spectral singularity” for A. Spectral singularites are on
the continuous spectrum and not eigenvalues (cf. [11] or [14]). In the case
1− 1/2

∣∣∫
R ϕ(x) dx

∣∣2 = 0 only, “0” appears as a spectral singularity. In [5], we
already has dealt with spectral singularity. Spectral singularity is also a singu-
lar (non-established) point of the “in-coming” limiting absorption principle (cf.
(4.3)). According to the dissipative scattering theory (cf. [15]), we can show
that a singular point of the ”out-going” limiting absorption principle is a real
eigenvalue. Dealing with the limiting absorption princple for non-selfadjoint
operators, we should note that the singular points for the in-coming do not
necessarily coincide with that for the out-going. In the case of no spectral
singularities (1− 1/2

∣∣∫
R ϕ(x) dx

∣∣2 6= 0), we obtain (1.7) as a immediate result
from the Parseval formula. However, if the spectral singularity exists, i.e., in
the case 1 − 1/2

∣∣∫
R ϕ(x) dx

∣∣2 = 0, we should deal with that effect carefully
(cf. Lemma 2.4 and section 4).

We give brief comments for (A1) and (A2). These are technical assump-
tions. Especially, (A2) is artificial. However it is difficult to characterize
spectral singularities to establish the resolution of modes for (1.3) with the
usual short range condition: ϕ(x) ∈ L2

s(R) for some s > 1/2 only.

Remark 1.3. (1) If we deal with high dimensional cases (n = 2) of (1.1) with
an assumption:

|ϕ(x)| 5 Ce−α|x| (x ∈ Rn)

for some C > 0 and α > 0, we can also show the Parseval formula for
that generator in a similar way as in this paper. However, since we do
not characterize spectral singularities, we can not obtain the answer for
(Q2).

(2) If we deal with high dimensional cases (n = 2) of (A2), we may put

Φ(λ) = λn−1

∫

Sn−1

|ϕ̂(λω)|2 dω,

where Sn−1 is the unit sphere in Rn.

However that example is trivial case (ϕ(x) ≡ 0) only (cf. [8]).

The Parseval formula also means the spectral resolution. In order to show
the Parseval formula, we use not only the spectral representation for A but
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also that for A∗ (see section 4). It is natural to use the adjoint operator A∗.
Indeed, let H be a self-adjoint operator in Hilbert space H and E(λ) be the
spectral resolution. Then it is well-known that for x, y ∈ H, the following
relation holds:

〈
d

dλ
E(λ)x, y

〉

H

= lim
κ↓0

1
2πi

〈{(H − λ− iκ)−1 − (H − λ + iκ)−1}x, y
〉

H

= lim
κ↓0

κ

π

〈
(H − λ− iκ)−1x, (H − λ− iκ)−1y

〉
H

.

So, for a dissipative operator D, it is natural to deal with

lim
κ↓0

1
2πi

〈{(D − λ− iκ)−1 − (D − λ + iκ)−1}x, y
〉

H

= lim
κ↓0

κ

π

〈
(D − λ− iκ)−1x, (D∗ − λ− iκ)−1y

〉
H

as a spectral density (cf. Remark 4.2).
There is not so many literatures concerning scattering theory for dissipative

systems. For instance, Mochizuki [9] has showed the existence of scattering
mode for wave equations with dissipative terms. Simon [15] has also dealt
with the same problem for Schrödinger equations with absorption. Kadowaki
[4] has dealt with a similar problem as in [9]. We mention several results con-
cerning the resolution of modes for dissipative systems. Kato [6] has already
studied the resolution of modes for non-selfadjoint systems. However he has
assumed a small perturbation which implies no eigenvalues nor the spectral
singularites. So, as a consequence, his framework can be applied to the sys-
tem of single mode which is scattering only. Mochizuki [10] has also applied
Kato’s theory to wave equation with dissipative terms and dealt with fixed
energy inverse scattering problem. Gilliam and Schulenberger [2] have dealt
with Maxwell’s equations with dissipative boundary conditions in half space
in R3, and established the Parseval formula and the resolution of modes (cf.
Theorem 4.11 and 4.16 of [2]). However their equations are not perturbed
systems of selfadjoint. [3] has studied similar equations and discussed the
Parseval formula and the resolution of modes. In order to prove the Parseval
formula, they have already combined and used the generalized Fourier trans-
forms of the generator and the adjoint operator. [10] has used the spectral
representation of the generator and the adjoint operator to obtain the rep-
resentation of scattering matrix. Stepin [16] has informed results concerning
(inverse) wave operators and the spectrum for dissipative Schrödinger opera-
tor and Boltzmann transport operator without assuming a small perturbation.
He also has dealt with direct wave operators. As a consequence, his results
(Theorem 3 and 4 of [16]) imply the resolution of modes. From the viewpoint
of the proof of the resolution of modes, he has used direct wave operators
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instead of the adjoint operators of the generators. However he has assumed
no spectral singularities. Finally, in present paper and in [5] we have dealt
with the resolution of modes for dissipative systems with spectral singularities.
However, there is not so many literatures concerning the resolution of modes
for dissipative systems with spectral singularities.

This paper is organized as follows. In section 2 we state our results. Espe-
cially, our main results are Therorem 2.5 and Corollary 2.7. In section 3 we
prepare some estimates for the resolvent of −∂2/∂x2. In section 4 and 5 we
give the proof of results stated in section 2.

§2. Results

In order to state our main results (Theorem 2.5 and Corollary 2.7), we describe
proposition (Proposition 2.1) and two lemmas (Lemma 2.2 and 2.4). Except
for Lemma 2.4 and Corollary 2.7 these proof is given in section 4. Corollary
2.7 and Lemma 2.4 are showed in this section and section 5, respectively.

For z ∈ C \ R, we denote (−∂2
x − z2)−1 by r0(z). We state the limiting

absorption principle for r0(z). Let s > 1/2 and u ∈ L2
s(R). Since

(2.1) r0(λ± iκ)u(x) =
±i

2(λ± iκ)

∫

R
e±i(λ±iκ)|x−y|u(y) dy

for λ ∈ R, κ = 0 and λκ 6= 0, a straightfoward calculation implies the following.
Let s > 1/2. Then for every λ ∈ R, two limits

(2.2) λl∂j
xr0(λ± i0) = lim

κ↓0
(λ± iκ)l∂j

xr0(λ± iκ)

exist in the uniformly operator topology of B(L2
s(R), L2−s(R)), where (l, j) =

(0, 1) or (1, 0).
We denote by 〈·, ·〉0 as the dual coupling of L2

s(R) and L2−s(R), and put

Σ± = {z ∈ C±; Γ (z) = 0} and Σ0
± = {λ ∈ R; Γ (λ± i0) = 0},

where

Γ (z) = 1− iz 〈r0(z)ϕ,ϕ〉0 , Γ (λ± i0) = 1− iλ 〈r0(λ± i0)ϕ,ϕ〉0 .

Noting that for z ∈ C \ R and f = t(f1, f2) ∈ H,

(2.3) R0(z)f = t(r0(z)(zf1 + if2), i∂xr0(z)∂xf1 + zr0(z)f2)

and using the arguments similar to those used by [1] Theorem 1.1.1, we have
the following:
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z 6∈ Σ+ (resp. Σ−) if and only if z ∈ ρ(A) ∩ C+ (resp. z ∈ ρ(A) ∩ C−) and

(2.4) R(z)f = R0(z)f +
i 〈f, v(z)〉

Γ (z)
v(z)

for any f = t(f1, f2) ∈ H, where

v(z) =
(

ir0(z)ϕ
zr0(z)ϕ

)
.

In order to analyze the spectrum of A, we have to characterize Σ+, Σ−, Σ0
+

and Σ0−.
We can obtain the result concerning Σ+ and Σ0

+:

(2.5) Σ+ = Σ0
+ = ∅.

(2.5) shall be proven in section 4.
Note that

Γ (−i0) = 1− 1
2

∣∣∣∣
∫

R
ϕ(x) dx

∣∣∣∣
2

.

We use Γ (−i0) to state our results.
For Σ− and Σ0− we can obtain the following proposition.

Proposition 2.1. Assume (A1) and (A2). Then

(2.6) Σ− =

{
∅, (Γ (−i0) = 0) ,

{iκ0}, (Γ (−i0) < 0)

for some κ0 < 0 and

(2.7) Σ0
− =

{
∅, (Γ (−i0) 6= 0) ,

{0}, (Γ (−i0) = 0) .

Moreover, in the case Γ (−i0) < 0 and Γ (−i0) = 0, it holds Γ ′(iκ0) 6= 0 and
Γ ′(−i0) 6= 0,respectively.

Noting (2.4), we have (1.4) by Proposition 2.1. Especially, in the case of
Γ (−i0) < 0, iκ0 is a simple pole of R(z). Hence the residual theorem together
with (1.5) gives

Pf =
−1
2π

〈f, v(−iκ0)〉
Γ ′(iκ0)

v(iκ0)

for f ∈ H.
In order to state our main theorem (Theorem 2.5, the Parseval formula),

we define a subspace of H and some operators.



THE PARSEVAL FORMULA FOR WAVE EQUATIONS 9

Let s > 1/2 and f = t(f1, f2) ∈ Hs, where

Hs =
{

f = t(f1, f2);
∫

R
(1 + |x|2)s(|∂xf1(x)|2 + |f2(x)|2) dx < ∞

}
.

Define operators F0 and F, G as

(F0f)(λ) =





t
(

λf̂1(λ) + if̂2(λ)√
2

,
λf̂1(−λ) + if̂2(−λ)√

2

)
, (λ > 0),

t
(
−λf̂1(−λ)− if̂2(−λ)√

2
,
−λf̂1(λ)− if̂2(λ)√

2

)
, (λ < 0)

and 



(Ff)(λ) = (F0f)(λ) +
i 〈f, v(λ− i0)〉

Γ (λ + i0)
(F0

(
0
ϕ

)
)(λ),

(Gf)(λ) = (F0f)(λ)− i 〈f, v(λ− i0)〉
Γ (λ− i0)

(F0

(
0
ϕ

)
)(λ).

It is well-known that

(1) F0 is extended to a unitary operator from H onto L2(R;C2).

(2) It holds that for any f ∈ D(A0) and g ∈ H,

〈A0f, g〉 =
∫ ∞

−∞
λ 〈(F0f)(λ), (F0g)(λ)〉C2 dλ,

where 〈·, ·〉C2 is usual inner-product of C2.

We call F0 the spectral representation for A0. Concerning F, we have the
following proposition.

Lemma 2.2. F is extended to a bounded operator from H to L2(R;C2) and
satisfies F = F0W . Moreover we have

(2.8)
∫ ∞

−∞
〈(FAf)(λ), g̃(λ)〉C2 dλ =

∫ ∞

−∞
λ 〈(Ff)(λ), g̃(λ)〉C2 dλ

for any f ∈ D(A) and g̃ ∈ L2(R;C2).

By (2.8) we call the operator F the spectral representation for A.

Remark 2.3. G is the formal spectral representation for A∗. In the case
Γ (−i0) 6= 0, it is not difficult to see that G is extended a bounded opera-
tor from H to L2(R;C2). The proof is done by using Lemma 3.1 and (3.1)
of Lemma 3.2 (cf. that of Lemma 2.4 in section 5). However, in the case
Γ (−i0) = 0, G is not bounded(cf. Lemma 2.4). In order to state and prove
the Parseval formula (Theorem 2.5), we have to consider the pair of F and G.
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In order to deal with the case Γ (−i0) = 0, we take a subspace of H:

E = {g ∈ S(R)× S(R); 〈v(−i0), g〉 = 0}

as the domain of G, where S(R) is the Schwartz space on R.
Then we have the following lemma.

Lemma 2.4. Assume (A1), (A2) and Γ (−i0) = 0. Then the following holds.

(1) Gg belongs to L2(R;C2) for g ∈ E.

(2) E is dense in H.

Using the above preparation, we state main theorem (the Parseval formula).

Theorem 2.5. Assume (A1) and (A2). Then

(1) in the cases Γ (−i0) 6= 0, it holds that

〈f, g〉 =





∫ ∞

−∞
〈(Ff)(λ), (Gg)(λ)〉C2 dλ, (Γ (−i0) > 0)

∫ ∞

−∞
〈(Ff)(λ), (Gg)(λ)〉C2 dλ + 〈Pf, g〉 , (Γ (−i0) < 0)

for any f , g ∈ H.

(2) in the cases Γ (−i0) = 0, it holds that

〈f, g〉 =
∫ ∞

−∞
〈(Ff)(λ), (Gg)(λ)〉C2 dλ

for any f ∈ H, g ∈ E.

Remark 2.6. We may consider Theorem 2.5 as the spectral resolution theorem
for the dissipative operator A. For instance, in the case Γ (−i0) < 0, by (2.8)
it holds that

〈Af, g〉 =
∫ ∞

−∞
λ 〈(Ff)(λ), (Gg)(λ)〉C2 dλ + iκ0 〈Pf, g〉

for any f ∈ D(A) and g ∈ H.

As a corollary of Theorem 2.5 we have the following.

Corollary 2.7. Assume (A1) and (A2). Then (1.7) is true.
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Proof. We give the proof in the case Γ (−i0) < 0 and Γ (−i0) = 0 only. (In
the case Γ (−i0) > 0, we can prove the assertion by the similar way.)

Let Γ (−i0) < 0. Suppose Wf = 0. Then by (1.6) it suffices to show
f = Pf . Since F0 is unitary, we have Ff = 0. By Theorem 2.5 (1), for any
g ∈ H we have

〈f, g〉 = 〈Pf, g〉 .
Hence we obtain f = Pf .

Let Γ (−i0) = 0. Suppose Wf = 0. Then we have Ff = 0. Applying
Theorem 2.5 (2), for any g ∈ E we have

〈f, g〉 = 0.

Hence using Lemma 2.4 (2), we have f = 0.

§3. Preliminaries

In this section we prepare two lemmas for v(z) and Γ (z).

Lemma 3.1. Let s > 1/2 and g ∈ S(R)× S(R). Then, for z ∈ C one has

〈v(z), g〉 =

{
O(|z|−1), (|z| → ∞),
O(1), (|z| → 0).

Proof. Let g = t(g1, g2). Then it follows from [8] Corollary 4.4.5 or a straight-
forward calculation by using (2.1) that

〈v(z), g〉 =
〈
ϕ, r0(z)(i∂2

xg1 + zg2)
〉
0

=





〈
ϕ, r0(z)i∂2

xg1

〉
0
− 1

z

〈
ϕ, r0(z)∂2

xg2

〉
0
− 1

z
〈ϕ, r0(z)g2〉0 = O(|z|−1),

(|z| → ∞)
−i 〈ϕ, g1〉0 − iz2 〈ϕ, r0(z)g1〉0 + z 〈ϕ, r0(z)g2〉0 = O(1), (|z| → 0)

The proof is completed.

Lemma 3.2. The following holds.

(3.1) inf
Im z=0

ReΓ (z) = 1

and there exists a positive constant C such that

(3.2) lim inf
|z|→∞, Im z50

|ReΓ (z)| = C.
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Proof. Let z = λ + iκ ∈ C+. (3.1) immediately follows from

(3.3) Γ (z) = 1 +
1
2

∫ ∞

−∞

κ

(r − λ)2 + κ2
Φ(r) dr− i

2

∫ ∞

−∞

r − λ

(r − λ)2 + κ2
Φ(r) dr.

We shall prove that there exist η > 0 and C > 0 such that

(3.4) lim inf
|z|→∞,−η5Im z50

|Re Γ (z)| = C

and

(3.5) lim inf
|z|→∞, Im z5−η

|Re Γ (z)| = C.

(3.2) follows from (3.4) and (3.5). We continue to prove (3.4). By the
Riemann-Lebesgue Theorem, we have

lim
|λ|→∞

Φ(λ) = 0,

uniformly in λ, |λ| > 1. By the property of the Possion integral on the lower
half-plane, we have

lim
κ↑0

Re Γ (z) = 1− π

2
Φ(λ)

uniformly in λ, |λ| > 1, where z = λ + iκ ∈ C−.
Hence we have (3.4).
Next we give the proof of (3.5). For any fixed compact interval J = (−b,−a)

(0 < a < b), it is not difficult to show that

|ReΓ (z)| = 1− 1
2

∫ ∞

−∞

b

(r − λ)2 + a2
Φ(r) dr

uniformly in κ ∈ J .
Thus we have

(3.6) lim
λ→∞

|ReΓ (z)| = 1

uniformly in κ ∈ J .
Moreover since

|Re Γ (z)| = 1− 1
|κ|‖ϕ‖

2
0,

we have

(3.7) lim inf
κ→−∞ |ReΓ (z)| = 1

uniformly in λ ∈ R.
Therefore (3.6) and (3.7) imply (3.5).
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§4. The proof of results

In this section we give the proof of results stated in section 2. (2.5) follows
from (3.1) immediately. Next, we prove Proposition 2.1.

Proof of Proposition 2.1. Let z = λ + iκ ∈ C−. First of all, we give the proof
of (2.6). By (3.3), we can easily show that

ImΓ (z) =
1
2

∫ ∞

0

r

r2 + κ2
(Φ(r − λ)− Φ(r + λ)) dr.

Then we prove that

(4.1) ImΓ (z)





> 0, (λ > 0),
= 0, (λ = 0),
< 0, (λ < 0).

First, for λ > 0 we show (4.1). Let λ > 0 and r > 0. Noting r + λ > r − λ,
λ− r, by (A2) we have

Φ(r − λ)− Φ(r + λ) > 0, (λ < r)

and

Φ(r − λ)− Φ(r + λ) = Φ(λ− r)− Φ(r + λ) > 0, (0 < r < λ).

Therefore we obtain

ImΓ (z) =
1
2

(∫ λ

0
+

∫ ∞

λ

)
r

r2 + κ2
(Φ(r − λ)− Φ(r + λ)) dr > 0.

In the case λ < 0, we can prove (4.1) in the same way. In the case λ = 0, (4.1)
is clear. Hence, since Σ− consists of, at most, purely imaginary numbers, it is
sufficient to deal with Γ (iκ) = 0.

It follows from (3.3) with z = iκ (κ < 0) that

ReΓ (z) = 1− 1
2

∫ ∞

−∞
tan−1 r

κ
Φ′(r) dr.

Then by (A2) we have

(4.2)
∂

∂κ
Re Γ (iκ) =

1
2

∫ ∞

−∞

r

r2 + κ2
Φ′(r) dr < 0.

Since

lim
κ↑0

ReΓ (iκ) = Γ (−i0) = 1− 1
2

∣∣∣∣
∫

R
ϕ(x) dx

∣∣∣∣
2

,



14 M. KADOWAKI, H. NAKAZAWA AND K. WATANABE

we have (2.6) by (4.2). Moreover, suppose Γ (−i0) < 0. Then we have
Γ ′(−iκ0) 6= 0 by (4.2).

(2.7) follows from (3.3) that

ImΓ (λ− i0) =
1
2
p.v.

∫ ∞

−∞

1
r − λ

Φ(r)dr

= lim
δ↓0

∫ ∞

δ

Φ(r + λ)− Φ(r − λ)
r

dr.

Indeed, by the same argument as in above, we have

Im Γ (λ− i0)





> 0, (λ > 0),
= 0, (λ = 0),
< 0, (λ < 0).

Hence we obtain (2.7).
Suppose Γ (−i0) = 0. Since Γ (z) is C1-class in C− by (A1), we have

Γ ′(−i0) 6= 0 by (4.2).

In order to prove Lemma 2.2, we state the limiting absorption principle of
A0 and A.

(2.1) implies the limiting absorption principle of A0 as follows. Let s > 1/2.
Then for every λ ∈ R, two limits

R0(λ± i0) = s-lim
κ↓0

R0(λ± iκ)

exist as operators in B(Hs,H−s), where Hs is the same as in section 2.
It follows from (2.2), (2.3) and Proposition 2.1 that the limiting absorption

principle of A as follows. Let s > 1/2. Then for every λ ∈ R,

R(λ + i0) = s-lim
κ↓0

R(λ + iκ)

and for every λ ∈
{
R \ {0}, (Γ (−i0) = 0)
R, (Γ (−i0) 6= 0),

R(λ− i0) = s-lim
κ↓0

R(λ− iκ)

exist as operators in B(Hs,H−s) and

(4.3) R(λ± i0)f = R0(λ± i0)f +
i 〈f, v(λ∓ i0)〉

Γ (λ± i0)
v(λ± i0)

for any f ∈ Hs.
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proof of Lemma 2.2. Let s > 1/2 and let f , g ∈ Hs. By the well-known
relations in the stationary scattering theory (cf. [7]) we have

〈Wf, g〉 = lim
κ↓0

κ

π

∫ ∞

−∞
〈R(λ + iκ)f, R0(λ + iκ)g〉 dλ.

Note that

lim
κ↓0

κ

π
〈R0(λ + iκ)f, R0(λ + iκ)g〉 =

1
2πi

〈(R0(λ + i0)−R0(λ− i0))f, g〉

and

(4.4)
1

2πi
〈(R0(λ + i0)−R0(λ− i0))f, g〉 = 〈(F0f)(λ), (F0g)(λ)〉C2 .

Hence by (3.1), Lemma 3.1 and (4.3), we obtain

〈Wf, g〉 =
∫ ∞

−∞
〈(Ff)(λ), (F0g)(λ)〉C2 dλ.

Thus noting that F0 is unitary, we have the first and the second assertions.
(2.8) follows from the interwine property of W .

In order to prove Theorem 2.5, we show the key formula (4.5) for F and G.

Lemma 4.1. Let s > 1/2. Then one has

〈(Ff)(λ), (Gg)(λ)〉C2

= 〈(F0f)(λ), (F0g)(λ)〉C2 +
1
2π

〈f, v(λ− i0)〉 〈v(λ + i0), g〉
Γ (λ + i0)

− 1
2π

〈f, v(λ + i0)〉 〈v(λ− i0), g〉
Γ (λ− i0)

(4.5)

for f , g ∈ Hs and λ 6∈ Σ0−.

Proof. We decompose 〈(Ff)(λ), (Gg)(λ)〉C2 as follows:

〈(Ff)(λ), (Gg)(λ)〉C2 =
4∑

j=1

Jj(λ),

where

J1(λ) = 〈(F0f)(λ), (F0g)(λ)〉C2 ,

J2(λ) =
i 〈f, v(λ− i0)〉

Γ (λ + i0)

〈
(F0

(
0
ϕ

)
)(λ), (F0g)(λ)

〉

C2

,

J3(λ) =
i 〈v(λ− i0), g〉

Γ (λ− i0)

〈
(F0f)(λ), (F0

(
0
ϕ

)
)(λ)

〉

C2
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and

J4(λ) =
i 〈f, v(λ− i0)〉

Γ (λ + i0)
i 〈v(λ− i0), g〉

Γ (λ− i0)
×

×
〈

(F0

(
0
ϕ

)
)(λ), (F0

(
0
ϕ

)
)(λ)

〉

C2

.

Using (2.3) and (4.4), we have

J2(λ) =
1
2π

〈f, v(λ− i0)〉 〈v(λ + i0)− v(λ− i0), g〉
Γ (λ + i0)

,

J3(λ) =
1
2π

〈f, v(λ− i0)− v(λ + i0)〉 〈v(λ− i0), g〉
Γ (λ− i0)

and

J4(λ) =
1
2π

〈f, v(λ− i0)〉
Γ (λ + i0)

〈v(λ− i0), g〉
Γ (λ− i0)

{Γ (λ− i0)− Γ (λ + i0)}

=
1
2π

〈f, v(λ− i0)〉 〈v(λ− i0), g〉
Γ (λ + i0)

− 1
2π

〈f, v(λ− i0)〉 〈v(λ− i0), g〉
Γ (λ− i0)

.

Hence we obtain (4.5).

Remark 4.2. Lemma 4.1 also means

〈(Ff)(λ), (Gg)(λ)〉C2 =
1

2πi
〈(R(λ + i0)−R(λ− i0))f, g〉

for f , g ∈ Hs(s > 1/2) and λ 6∈ Σ0−.

Proof of Theorem 2.5. Theorem 2.5 follows from

(4.6)
∫ ∞

−∞

1
2π

〈f, v(λ + i0)〉 〈v(λ− i0), g〉
Γ (λ− i0)

dλ =

{
0, (Γ (−i0) = 0),
−〈Pf, g〉 , (Γ (−i0) < 0)

and

(4.7)
∫ ∞

−∞

1
2π

〈f, v(λ− i0)〉 〈v(λ + i0), g〉
Γ (λ + i0)

dλ = 0

for any f ∈ S(R)× S(R) and

g ∈
{
S(R)× S(R), (Γ (−i0) 6= 0),
E , (Γ (−i0) = 0).

Indeed , for λ ∈ R, integrating the both side of (4.5) and noting
∫ ∞

−∞
〈(F0f)(λ), (F0g)(λ))〉C2 dλ = 〈f, g〉 ,
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by (4.6) and (4.7) we have

∫ ∞

−∞
〈(Ff)(λ), (Gg)(λ)〉C2 dλ =

{
〈f, g〉 , (Γ (−i0) = 0),
〈f, g〉 − 〈Pf, g〉 , (Γ (−i0) < 0).

Hence the density argument implies Theorem 2.5.
In the following, we prove (4.6) and (4.7).
Let X1, X2 and Y be some sufficiently large positive numbers and let ε be

a sufficiently small positive number. We give the proof of (4.6). Put

F (z) = − 1
2π

〈f, v(z)〉 〈v(z), g〉
Γ (z)

for z ∈ C−.
Then by Proposition 2.1 (together with (1.5) for Γ (−i0) < 0) we have

4∑

j=1

∫

Γj

F (z)dz =

{
0, (Γ (−i0) = 0),
−〈Pf, g〉 , (Γ (−i0) < 0),

where

Γ1 : z = λ− iε, (λ = X2 → −X1),
Γ2 : z = −X1 + iκ, (κ = −ε → −Y ),
Γ3 : z = λ− iY, (λ = −X1 → X2)

and

Γ4 : z = X2 + iκ, (κ = −Y → −ε).

We estimate
Ij =

∫

Γj

F (z) dz, (j = 2, 3, 4).

In the case Γ (−i0) = 0, note that L’Hospital’s theorem together with Γ ′(−i0) 6=
0 (cf. Proposition 2.1) implies that for any g ∈ E ,

(4.8) lim
λ→0

〈v(λ− i0), g〉
Γ (λ− i0)

exists.

Note that

I2 =
∫ Y

ε
F (−X1 + iκ)(−i) dκ,

I3 =
∫ X2

−X1

F (λ− iY ) dλ
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and
I4 =

∫ ε

Y
F (X2 + iκ)(−i) dκ.

Using Proposition 2.1, by Lemma 3.1 and (3.2) of Lemma 3.2 we have

|I2| 5 C

∫ Y

ε

1
X2

1 + κ2
dκ =

C

X1
(tan−1 Y

X1
− tan−1 ε

X1
) 5 C

X1

π

2
,

|I3| 5 C

∫ X2

−X1

1
λ2 + Y 2

dλ =
C

Y
(tan−1 X2

Y
+ tan−1 X1

Y
) 5 C

Y
π

and

|I4| 5 C

∫ Y

ε

1
X2

2 + κ2
dκ =

C

X2
(tan−1 Y

X2
− tan−1 ε

X2
) 5 C

X2

π

2
,

where C = C(f, g, ϕ) > 0.
Noting that

I1 =
∫ −X1

X2

F (λ− iε) dλ,

we have

C(
1

X1
+

1
X2

+
1
Y

) =





∣∣∣∣−
∫ X2

−X1

F (λ− iε) dλ

∣∣∣∣ , (Γ (−i0) = 0)
∣∣∣∣−

∫ X2

−X1

F (λ− iε) dλ− 〈Pf, g〉
∣∣∣∣ , (Γ (−i0) < 0).

Thus taking X1, X2, Y →∞, we have

(4.9) −
∫ ∞

−∞
F (λ− iε) dλ =

{
0, (Γ (−i0) = 0),
−〈Pf, g〉 , (Γ (−i0) < 0).

For each λ, note that

(4.10) lim
ε→0

F (λ− iε) = − 1
2π

〈f, v(λ + i0)〉 〈v(λ− i0), g〉
Γ (λ− i0)

.

Noting (2.7) of Proposition 2.1, by Lemma 3.1 and (3.2) of Lemma 3.2 we
have that there exist positive numbers C1 and C2 > 0 which are independent
of ε > 0 such that

|F (λ− iε)| 5




C1

λ2
, (|λ| > 1),

C2, (|λ| 5 1).

Thus using (4.9) and (4.10), we have (4.6) by Lebesgue’s theorem.
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Next we give the sketch of the proof of (4.7). Put

G(z) =
1
2π

〈f, v(z)〉 〈v(z), g〉
Γ (z)

for z ∈ C+.
Then by Lemma 3.1 and (3.1) of Lemma 3.2, we have

4∑

j=1

∫

γ̃j

G(z)dz = 0,

where

γ̃1 : z = λ + iε, (λ = −X1 → X2),
γ̃2 : z = X2 + iκ, (κ = ε → Y ),
γ̃3 : z = λ + iY, (λ = X2 → −X1)

and

γ̃4 : z = −X1 + iκ, (κ = Y → ε).

Therefore (4.7) follows from a similar way as in the proof of (4.6).

§5. The proof of Lemma 2.4

Proof of Lemma 2.4. First of all, we show (1). Noting (4.8), by Lemma 3.1
and (3.2) of Lemma 3.2 we have

∣∣∣∣
〈v(λ− i0), g〉

Γ (λ− i0)

∣∣∣∣ 5 C

for g ∈ E , where C = C(ϕ, g) > 0 is independent of λ.
Thus since F0 is a unitary operator, (1) is true.
Next, we give the proof of (2).
Let f = t(f1, f2) ∈ H. Then for any ε > 0, there exists g1 ∈ S(R) such that

‖f1 − g1‖Ḣ1(R) < ε,

where ‖ · ‖Ḣ1(R) is the norm of Ḣ1(R).
Note that

〈v(−i0), g〉 = 0 ⇐⇒ 〈ϕ, g1〉0 −
1
2
〈ϕ, 1〉0 〈1, g2〉0 = 0 ⇐⇒ ĝ2(0) =

2 〈g1, ϕ〉0∫

R
ϕ(y) dy

.
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Then we put

α =
2 〈g1, ϕ〉0∫

R
ϕ(y) dy

.

We can find h ∈ S(R) which satisfies

ĥ(k) ∈ C∞
0 (R \ 0), ‖h− f2‖0 < ε/4.

Taking δ > 0 such that
|α|22δ < ε2/16,

we put

Hδ(k) =

{
ĥ(k) + α, (|k| < δ),
ĥ(k), (|k| = δ).

Then we have Hδ(0) = α and

‖f̂2 −Hδ‖0 = ‖(f̂2 − ĥ) + αχδ‖0 < ε/4 + |α|(2δ)1/2 < ε/2,

where χδ is the characteristic function of the open interval |k| < δ.
We approximate Hδ by C∞

0 (R)-function. Let χ̃δ ∈ C∞
0 (R) a function sat-

isfying

(1) 0 5 χ̃δ 5 1

(2) supp χ̃δ = {k ∈ R; |k| 5 3δ/4}
(3) χ̃δ(k) = 1 ⇐⇒ |k| 5 2δ/3

Let be R > 0 a sufficiently large number and let be ρτ a modifier function for
a suffiently small number τ > 0 . We define a function H̃δ,R,τ (k) as

H̃δ,R,τ (k) = χ̃δ(k)Hδ(k) + {ρτ ∗ χR(1− χ̃δ)Hδ}(k).

Then H̃δ,R,τ belongs to C∞
0 (R). Taking τ as 2δ/3 > τ , we have

0 6∈ supp ρτ ∗ χR(1− χ̃δ)Hδ ⊂
{

k ∈ R;
2δ

3
− τ 5 |k| 5 τ + R

}
.

This means
H̃δ,R,τ (0) = α.

Since
lim

τ→0,R→∞
‖Hδ − H̃δ,R,τ‖0 = 0

for the above ε and δ, there exists positive numbers τ0 and R0 > 0 such that

‖Hδ − H̃δ,R0,τ0‖0 < ε/2.
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We choose g2 ∈ S(R) satisfying ĝ2 = H̃δ,R0,τ0 . Then we have

‖g2 − f2‖0 = ‖ĝ2 − f̂2‖0 5 ‖ĝ2 −Hδ‖0 + ‖Hδ − f̂2‖0 < ε.

Put g = t(g1, g2). Then g belongs to E and satisfies ‖f − g‖ < 2ε. The proof
is completed.
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