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Abstract. An observation is to be classified into one of two multivariate nor-
mal populations with equal covariance matrix. In this paper, we consider the
confidence intervals for expected probability of misclassification (EPMC) for
improved linear discriminant rule in two types of data: namely, large sample
data and high dimensional data. Our approximate confidence interval is based
on the asymptotic normality of consistent estimator of EPMC. Using results
of stochastic expression for two bilinear forms and two quadratic forms, we
prove asymptotic normality under two different frameworks. Through simula-
tion study, it is observed that our approximate confidence interval has a good
performance not only in high dimensional and large sample settings, but also
in large sample settings.
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81. Introduction

We consider the problem of classifying a future observation vector into one of
the two population groups II; and Il,. For each ¢« = 1,2, II; denotes a popula-
tion from a multivariate normal distribution N, (u;, X), and it is supposed that
xij, j = 1,...,N;, are observed from the population II;. Here, u; (i = 1,2)
and ¥ are unknown parameters, and they are estimated by the sample mean
vectors T; = N; ! Zjvz‘l x;; (¢ = 1,2) and the pooled sample covariance matrix

S=n"1 212:1 Z;V:Zl(mlj — El)(:vw — fl')/ for n = N1 + Ny — 2.
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The linear discriminant function is defined as

T(:IZ) = (531 — 532)/5_1{58 — %(531 + CEQ)}

Observe however that the linear discriminant function Tv(ac) has a bias. In
fact,

n(—1)1 A2 n(Ny — Na)p 1o

E[T(x)|z € IL] dn—p-1°" T2n—p_DN N, %

where A2 = (pq — o)’ S~ (g — p15). For this reason, we use the bias-corrected
discriminant function defined as

n(N1 — Nz)p
2(n 2 1)]\[1]\[27

(1.1) T(x) = (21 — &)' Sz — %(531 +x2)} —

where the subtraction of n(Ny — No)p/{2(n —p—1)N1 N2} in (1.1) is to guar-
antee that E[T(x)|x € II;] = n/{2(n —p—1)}(=1)""'A2, i = 1,2. Now using
T(x), a new observation x is to be assigned to Iy if T'(x) > 0, and to Il
otherwise.

The performance of this discriminant rule is evaluated by its probabilities
of misclassification. The probabilities of misclassification have been obtained
with respect to the distribution of the linear discriminant function T'(z). There
are different types of misclassification probability associated with T (). These
are the conditional probabilities of misclassification (CPMC) and expected
probabilities of misclassification (EPMC). The CPMC is defined by

(1.2) Ly = P[T(x) < Ol& € 11}, X], Ly = P[T(z) > 0|z € Iy, X],

where X = (x11,...,Z1N,, T21, ..., ZTaN,). We note that the CPMC is the con-
ditional probability of misclassifying an observation x from II; into II;, 4, j =
1,2, i # j. On the other hand, the EPMC is defined by

(1.3) Ry = E[L1], Ry = E[L,).

We note that the EPMC is the unconditional probability of misclassifying an
observation z from II; into 11, 4, j = 1,2, i # j. Since the exact expression for
the EPMC is very complicated, there are much works for the approximation
of EPMC. The asymptotic approximation of EPMC under a framework such
that N1 and Ny are large with p is fixed has been studied. This approximation
is called “large sample approximation”. For a review of these results, see, e.g.,
Okamoto (1963, 1968) and Siotani (1982). Further, asymptotic approxima-
tion of EPMC under a framework that Ni, No and p are all large have also
been studied (see, e.g., Lachenbruch (1968) and Fujikoshi and Seo (1998)).
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This approximation is called “high dimensional and large sample approxima-
tion”. In addition, Fujikoshi (2000) gave an explicit formula of error bounds
for a high dimensional and large sample approximation of EPMC proposed
by Lachenbruch (1968). However, as their approximations are functions of
unknown parameters, it must be estimated in practice. Based on the large
sample approximation, Lachenbruch and Mickey (1968) proposed the asymp-
totic unbiased estimator of EPMC. On the other hand, Kubokawa, Hyodo and
Srivastava (2013) proposed the second order asymptotic unbiased estimator of
the EPMC in high dimensional and large sample framework.

In this paper, we consider the interval estimations for the EPMC. Since the
exact interval estimations for the EPMC are very difficult problem, there are
some works for the approximate confidence interval. McLachlan (1975) pro-
posed an approximate confidence interval for the CPMC based on the large
sample approximation. Recently, Chung and Han (2009) proposed the jack-
knife confidence interval and the bootstrap confidence interval for the CPMC.
The problems with these methods are listed below.

(A) Since CPMC is conditional probability, it is more desirable to derive in-
terval estimation of EPMC.

(B) Since these methods are based on large sample asymptotic results, these
methods do not perform well in high dimensional settings.

For the problems (A) and (B), we derive the asymptotic distribution of the
estimator of EPMC under the high dimensional and large sample frame works,
and propose the approximate confidence interval for the EPMC.

The organization of this paper is as follows. In Section 2, we propose consis-
tent estimator of EPMC. In Section 3, we propose new approximate confidence
interval of EPMC and show the asymptotic normality of CPMC. In Section
4, we investigate the performances of our approximate confidence intervals
through the numerical studies. The conclusion of our study is summarized in
Section 5. Some preliminary results are given in Appendix.

82. The consistent estimator of EPMC

In this section, we propose the consistent estimator of the EPMC. Since Rs
can be obtained from R; simply by interchanging N; and N>, we only deal
with Ry. Let ¢ = p/n, 41 = Ni/n, 42 = Na/n. We assume the following
asymptotic frameworks, in order to derive limiting value of R;.

(A1) n, p — oo with n(¢ — ¢) — 0 for some ¢ € (0,1),

(A2) n, Ny, No — oo with n(31 — 1) = 0, n(F2 —y2) — 0
for some 1,72 € (0,1),

(A3) n — oo with n(A2 — A?) — 0 for some A2 € (0,00).
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Suppose that & € II;. Under these conditions, a conditional distribution of
T(x) given (T1,T2,5) is distributed as N (—U, V'), where

(51 —52)/571(51 — 52) n n(N1 — Ng)p

U=(@ — %) S (& — py) — 5 3 —p— DNy’

\%4 :<§1 — 52),5_125_1<51 — T3).
Then, R; can be expressed as

Ry:E[¢(UV*Vﬂ],

where ®(-) denotes the cumulative distribution function of N'(0,1). We rewrite
U and V by using

T = VNN /(n+ 2T (g — o),

[NiNy 1o
= ALY _
uy 10 (T — T2),

uy = S V2(NZy 4 NoFy — Nipuy — Nopus),
2 m ( 121 2d2 1M1 2#2)

W = npn l/2gn-1/2,

It is seen that ui, us and W are mutually independently and distributed as
up ~ Np(7, 1), ua ~ Np(0,1,) and W ~ Wy(n, I,), respectively. Using these
variables, we can rewrite U and V as

O +

n(N1 — Ng)p
2(n—p—1)N1 Ny’
_n?*(n+2)

2.2 = W u,.
(22) V NN, w W™y

n _ n _
u’lW Yug — — 7' Wty

2.1 U=-
(21) NN, Ny

Applying Lemma A.1 to (2.1) and (2.2), we obtain the constants Uy and V} as
A2
= lim E[U]=-
UO n,plgloo [U] 2(1 — C) ’

1 c
Vo= lim E[V]= Ay — ).
0= ppoeo V] (1—-c¢)3 ( * ’7172)
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Also, the expectations E[(U — Up)?] and E[(V — Vj)?] can be evaluated as

23) E[U-U)Y - Ml_)?,{A+FY2<7+A>
cln =)\, o
e

4+2{(c—l—1)2—|—c}A2

(24) E[(V-W)?] = pow

(c+4)A

n(l—c)?

c{(c+1)?+c}
+ 2.2
Y172

+o(n™1)

under the asymptotic frameworks (A1)-(A3). (See details in Appendix B and
C.) Thus, using (2.3), (2.4) and Chebyshev’s inequality, we have that U £ U

and V' & V,. Furthermore, using continuous mapping theorem, we obtain
that

(2.5) \q) (vv=2) — o (v ?) \ 20
under the asymptotic frameworks (A1)-(A3). On the other hand, it holds that
(2.6) }@(UV*”)—@(ww;”ﬁ‘<1a&

Combining (2.5), (2.6) and dominated convergence theorem, we obtain the
following lemma.
Lemma 2.1. Under the asymptotic frameworks (A1)-(A3), it holds that

(1—c)l/2A2 >
2/ A2+ c/(m2) )

R1—>(I)<—

Since the limiting value of R; is a function of A%, we begin by obtaining
its consistent estimator.

Lemma 2.2. The estimator of A? is defined by

~g n—p-—1

Under the asymptotic frameworks (A1)-(A3), it holds that A2 B A2
(Proof) We can rewrite the estimator A?

n—p—1)(n+2)
N1 Ny

(n+2)p
NNy

(2.7) A? = ( wy Wy —
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Applying Lemma A.1 to (2.7), we have

X2 A2\2 1 L 4A%7 2 _1
(2.8) E[(A —A)]n(l_c)<2A +m+%>+o(n )
under the asymptotic frameworks (A1)-(A3). (See details in Appendix D.)
Thus, using (2.8) and Chebyshev’s inequality, we have A2 2 A2 ynder the
asymptotic frameworks (A1)-(A3). O
Substituting the consistent estimator A2 into the limiting term <I>(U0V071/ 2)7
the consistent estimator of R is obtained by

o~ ~ ~_1
Ri=9 (Uov0 ) ,

where Uy = —271(1—c) 'A% and Vj = (1—c) 3{A2+¢/(7172)}. The following
corollary is obtained from continuous mapping theorem and consistency of
estimator A2,

Corollary 2.1. Under the asymptotic frameworks (A1)-(A3), it holds that
Ry % Ry

§3. Approximate interval estimation for EPMC and asymptotic
normality of CPMC

In Section 3.1, we show the asymptotic normality of the estimator of EPMC
under two different frameworks, and propose the approximate confidence in-
terval. In Section 3.2, we also show the asymptotic normality of CPMC.

3.1. The asymptotic normality of the estimator of EPMC

At first, we derive the asymptotic distribution of the studentized statistics
under the high dimensional frameworks (A1)-(A3). We consider the following
random variable

To show the asymptotic normality of the above random variable, we consider
the stochastic expansions of U and V. Since the statistics U and V are the
functions of 82, it is essential to derive the stochastic expansion of A2, By
using w1 and W, we rewrite A2 as

N

vn (ﬁl - (Uov0

~ —p—1)(n+2) _ (n+2)p
AQ — (7’L p 1 _ .
N1N> W N1N»
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Define the variables

o1 — (p— 2 by—(n—p+1
o= =2) - (n-ptl)

-2 Sh-ptD)

where
~ 2 ~ 2
U1~ Xp—27 Vg ~ Xn—p+1'

Here, x2 (a € N) means chi-square distribution with a degrees of freedom.
The estimator A? is expanded as

~ D
(3.1) A? =A% + \/—% + 0,(n"1/?),
where D1 = g1v1 + govo + gsui. Here,
2 V2 (c + A2 2A
ulNN(071)7 glzﬁa g2 = — ( 7172)7 g3 = —
Y172 vV1—cyiy2 VY12
and v, vo and u; are mutually independent. From (3.1), it is noted that
~ D ~ D
(3.2) Up =Up + 01\/—% +o,(n Y2, Vo= Vo + CQ\/—% + 0p(n"1?),

for ¢; = —{2(1 —¢)} ! and c; = (1 — ¢)~3. Using (3.2) and Taylor series
expansion, it follows that

~ ~_1 _1 _1 D U, D
0oty =vy 40 (@Dt = SR e L) o071

Vo 2V Cyn
_1 1 -
=UoVp * + %Q1 + 0,(n"1?),
where
Q1 =q1v1 + q2v2 + g3us.
Here
. Vel =c) (2¢+ Ayiy,) ) 2+ A2y,
=7 s 2 = ,
2V29193 {e(mne) 7L + A2}/ 2V2y17921/c(172) 7L + A2
VT (26A + A1)
Q3 = - )
2 (c+ A2y1y0)*?

[N

From the stochastic expansion of [70‘7;)_ , we have

(3.3)

~ B (1—¢)/2A2 - (1—)/2A? Q -
Rl_q}( 2 A2+C/(7172))+¢< 2 A2+c/(7172)>\/ﬁ+ p( ),
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where ¢(-) is the p.d.f. of the standard normal distribution. Note that u;
is distributed as N'(0,1), v; and vy are asymptotically distributed as N (0,1)
under the asymptotic framework (A1), and these variables are mutually inde-
pendent. Hence, under the asymptotic frameworks (A1)-(A3), it holds that

~ —_e)1/2A2
(- (s )
24/ A%+c/(7172) d
(3.4) ) e % N(0,1),

where

2 B (1—¢)'/2A? 2 2, o
7= ¢( 2 /A 4 o)) VBT

— ¢ (_ (1 — 6)1/2A2 )
- 2/ A% +¢/(m72)

(2¢+ A%y192) Ve + Alying (A2y17s + 2)

22717z (¢ + A2y1y2)*?

Now turn to evaluate the difference of the limiting value of R; and R;. The
remainder after using first term of the Taylor series of ®(-) at UV /2 =

2
<1><2>(d)< U U )
! 172 1/2
2! 172% VO/
for some value d between UV /2 and UOVO_I/Q, and |®®?)(d)| is equal or

smaller than 1/(v/2me) uniformly in d € (—o0,00). Here, ®?)(.) is second
derivative function of ®(-). Hence, we have that

X

U()Vofl/2 is given by

~1/2 —1/2 v o
(3.5) Ry — <<I> (UOVO ) +¢ (UOVO )E vz~ V2 >'
0
1 U Uo

<———FE || - =%

> 2\/% <V1/2 V01/2>
We note that

U Uo 1 UO
3.6 - = U—Uo)+ —zVo—V
(3.6) [REIETE \/Vo( 0) 21/03/2( o=V)

o | NG (Vo — V)?
TR + 2 Vv
v\ 2 (VW/V +1) 2V (VW/V +1)
1 (U —Up)(Vo—V)

+\/V0+V0/\/V |4



APPROXIMATE INTERVAL ESTIMATION FOR EPMC 153

From (A.8) and (A.11)

1 A? _
I e I e R
Ui U 4
o 2%3/2%_‘/) B _2n(1—2)3V03/2 {<1—6_1) ol

c 4
+ +1) 38 +o(nh.
Y172 (1—0 )} (™)

Since \/Vo/V +1 > 1 and \/17(«/1/0/1/+ 1)2 > 2T,

Uo 1 N Vo (Vo —V)?
W\ (Viav ) e (i)

3100 . [(VO - V)T
4V03/2 %

(3.9) |E

By using Lemma A.1, we obtain that

E[(VVo)2

(3.10) % ] =0(n™)

under the asymptotic frameworks (A1)-(A3). (See details in Appendix E.)
From (3.9) and (3.10),

(3.11)

U VVo (Vo—V)?

1
vy'? 2(W+1)+2W(W+1)2 v

By using vVo + Vo/ VV > /Vi > 0 and Cauchy Schwarz inequality,

(3.12)‘]3{ ! (U_UO)%_V)”

VVo + Vo /VV |4

<E[¢170U—Uog%—w]SJ%\/E[\U—VUOP]\/E{%;V?

By using Lemma A.1, we obtain that

E [<U _VUO)Z] =0(n™")

(3.13)
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under the asymptotic frameworks (A1)-(A3). (See details in Appendix F.)
From (3.12) and (3.13),
VVo + Vo/VV 14

Combining (3.7),(3.8),(3.11) and (3.14), under the asymptotic frameworks
(A1)-(A3), it holds that

(3.14)

| o),

3.15 gl Y _ Yl om
(3.15) 7~ | =00
Since VoV + Vo > Vo > 0,
U Uo U—Uy U Vo—V\?
(Vl/Q_VOl/z> - < WV 1 W)
(U = Up)? Uz (V)
v VoV + V)2V
ho U (U-U)(o-V)
VWOV + W |4
<(U—%V QﬁV—%F+ﬂ%W—UWV—%
= v ViV Vo % '

By using Cauchy Schwarz inequality, we obtain that

2
u U
V1/2 VO1/2

_|_2|‘[/£0 <E [(U —VUO)QDV2 <E [(V_VVO)QDI/Q'

From (3.10),(3.13) and (3.16), we obtain that

2
u U
V1/2 V01/2

(3.16) E

(3.17) =0(n™)

under the asymptotic frameworks (A1)-(
(3.17), under the asymptotic frameworks (

3). Combining (3.5),(3.15) and
1)-(A3), it holds that

' 2\/A% 1 ¢/ (172) '

By using (3.4) and (3.18), we obtain the following theorem.

A
A

(3.18)
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Theorem 3.1. Under the asymptotic frameworks (A1)-(A3), it holds that

()

e 4 N0, 1).

T, =

To propose the interval estimation of the EPMC, we need to estimate
o.(A?). We use truncated estimator

A? = max(A?,0),
so that the estimator of o.(A?) may be negative. Then it holds that
(3.19) | max(A2,0) — A?| < |A? — A?] a.s.

By using Markov’s inequality, (2.8) and (3.19), we obtain A2 £ A2 under the
asymptotic frameworks (A1)-(A3). Hence, A? is a consistent estimator of A2,
Assigning the truncated estimator A2 to the portion of o.(A?) which may be
negative, we propose

(1 -4
21/ A2 + &/ (1)
(25 + Agﬁﬁz) \/5 + A25,3, (A%l% + 2)

R 3/2
2V (2 -+ Ak

&e(AE) = ¢|-

~

By using the consistent estimator &.(A2), we obtain the following statistics of
T,

()
T G(AY)

*_

Therefore we can obtain the following corollary.
Corollary 3.1. Under the asymptotic frameworks (A1)-(A3), it holds that
T % N(0,1).

Next, we show that asymptotic normality of 77 is also established under
the large sample framework

(A1) : p is fixed and n — oo
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or
(A"1) :n, p— oo with p/v/n — 0.

Under the frameworks (A’1) and (A2) or the frameworks (A”1), (A2) and
(A3), it holds that

(3.20) R, =® (—2) +o(n™Y?), ® (\7%) = (—?) + o(n~1/?),
21 oot o (-5 ) YR o)
sty o (-3) VI L,
_o(=%) (A 1
(322) T.= Ue(A?z) (2\/51)2 — 2(%72)1/27“) + op(1).

From (3.20)-(3.22), we have that

gy SR ( 2 : )1/2u1> T o,(1).

/l) _
‘ /a2 1 \2V2 ? 2(7172
8 4dy1v2

Therefore we can obtain the following corollary.

Corollary 3.2. Assume the conditions (A’'l) and (A2) or the conditions
(A"1), (A2) and (A3). Then, it holds that

T 4 N(0,1).

Remark 3.1. From Corollary 3.1 and 3.2, T} has a asymptotic normality not
only under high dimensional and large sample frame work, but also under the
large sample framework.

Based on Corollary 3.1 and 3.2, we propose an approximate 100(1 — «)
percentile confidence interval for EPMC as following:

5 G(A?) 5, Ge(AY)
(323) CT1: Ry + \/ﬁ y17%7 R1+7y% )

where 1, denotes upper 100« percentile of standard normal distribution.
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3.2. Asymptotic normality of CPMC

In this section, we show asymptotic normality of CPMC. The CPMC can be
expressed as

Li=a(Uv7h).
Applying Lemma A.1 to (2.1) and (2.2), we obtain

U:

_AQn { np(N1 — Na) B n(Ny — Na)

2 2, ~
209 2N1Ny(n—p—1) 2N{ Nobo (ul +U2+U1)}

2
- [NV,
s (A ! +u0 U+

_i_i
’DQ\/NlNQ n—+ 2
N1 N ?
_ nug U3 X 14Va -
A +u | +ud+0
’UQ\/Nl ( n+2 1) 2 !

A =
- N1U1+N2U2\/$ ,
(n+ 2)N1N2 V4

Vo= 1+2 )+ 2 (142 b
{ 3 <+@)+JWM@ <+ﬁ)0“+%+m)

where
wi ~N(0,1) (i =1,2,3,4),
2 ~ 2 ~ 2 ~ 2
(% Xp-Qa Vg ~ Xn—p-i—l? v3 ~ Xp—]_’ Vg ~ Xn—p+27

and these variables are mutually independent. Define the variables

v _ 171—(])—2) v :@2—(71—])4-1)
! 2w —2) n—p+1)
S U3 — (p—1) y _u—(n—p+2)
’ 2 1) 2(n—p+2)

Note that

(p—2)+V2(p—2)v1,

02 = (n—p+1)++/2(n—p+ 1)ve,
(p—1)+v2(p — 1)us,
(n—p+2)++/2(n—p+2)vy,
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and vy, ve, v and vy are asymptotically distributed as A(0,1) under the
asymptotic framework (Al). By using Taylor series expansion based on these
variables, we can expand U stochastically,

1
(3.24) U=U+ %Ul + op(n"Y?),
where
1
Uy = ———A2
0 21 —¢)"
Vel —mn) {c(n —72) + A%y172} VA
U
1 U1 U2 —

u

V2(1 = )ye V2(1 = ¢)3/2v; 799 Q-9
_ VA s + Vet A2y s — V(e + A2y1y9) "
(1—c)32ym (1—c)y/172 (1—¢)32 2

Using similar arguments, we can expand V' stochastically,

\Z
(3.25) V="1+ \/—% +o,(n"Y?),
where
1 c
Vo = —— + AQ) :
0 (1—¢)3 <7172
. V2 . 2v2 (c+ AQ'ywz)v N V2 (c+ AQ%’Yz)U
' (1= Py 1— 0Py 1-Pny -
V2e (c + AQ'VWQ) 2A
— ’U4 U]_

(1 =) 29172 (1 —c)*yn72

By using (3.24), (3.25) and Taylor series expansion, it follows that

Uy

~u —-1/2
2‘/0‘/1}—'_017(” )

1 1
UvTE o= UpV, 2+ ﬁ{m -
nVy

LW
UoVy * + 7+ 0p(n™12),

where

W1 = wiv1 + wovg + w3vs + wavy + wsuq + weuo + wrug + wely.
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Here,
T Ve(l = o)a? c(1—¢c)(y2—m)
22119 {e(ny) L+ AP V2ymen/e(nye) T+ AY
wy = (1 —29)c

V2v172¢/c(y172) 7T+ A2 7

Ve(l —e)A? cA?

w3 = , W4 = — )
2v2\/c(n172) 71 + A2 2V2\/c(n72) 71 + A2

w mAs mA’yl

° B o bl
2772 {e(ny2) 7t + AP Ay /e(nne) T+ A2

We = \/EA’}Q Wiy — \/m’ we = _\/E

- Vzy/e(ry2) T+ A?

Using the Taylor series expansion, L, is expressed as

_ -3 -3 W _1/2
Ly =2(UoV, *) + ¢(UoV, )\/ﬁ+0p(n )-

Since the random variables vy, ve, v3, V4, U1, U2, us and uy in Wi are mutually
independent and asymptotically (or exactly) distributed as N'(0, 1), we obtain
the following theorem.

Theorem 3.2. Under the asymptotic frameworks (A1)-(A3), it holds that
Vi(Li — Ri) % N(0,02(A%)),

where go(A?)? = {¢(U0Vo_%)}2 Z?:l w;.

Next, we evaluate asymptotic property of L; under the large sample frame-
work. We assume the conditions (A’1) and (A2) or the conditions (A”1), (A2)
and (A3). Then it holds that

_ _é _é L 72— —-1/2
= (o)) e

Thus, we obtain the following corollary.

Corollary 3.3. Assume the conditions (A’l) and (A2) or the conditions
(A1), (A2) and (A3). Then, it holds that

(-s(2)) #4025 ()
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Remark 3.2. We consider the relation between the optimal rule
(3.26) Topt(x) >(resp.<)0 = « € II; (resp.Ily),

and our suggested rule

(3.27) T(x)>(resp.<)0 = x € II; (resp.lly),
where
Topr(x) = (1 — pa)'S " Hae — 5(py + po)},
T(x) = (&1 —22)S Yz — 3(&1 +32)}.

From Corollary 3.3, we note that the distribution of the CPMC' of the rule
(3.27) under the condition (A'1) or (A”1) approaches a normal distribution
with standard deviation shrinking in proportion to 1/+/n around the error rate
of the optimal rule (3.26).

84. Simulation study

In this section, we investigate the performance of proposed approximate con-
fidence intervals (3.23). In order to evaluate coverage probabilities of the
approximate confidence intervals and the expected lengths, a Monte Carlo
study is conducted. Without loss of generality, multivariate normal random
samples are generated from II; : NV},(0,1,) and Ty : Np((v/5,0, ), I,). The
values of N1, Ny and p are chosen as follows:

2
(CaseA) p = 100,200, 2

=2,3,4, (N1 : N2) =(1:1),(3:1),(1:3),
(CaseB) p =75, n+ 2= 100,300,500, (N1:Nz)=(1:1),(3:1),(1:3).
In above configuration, we calculate the following coverage probabilities

#{(R1,A2)|Ry € Cr»}

stmsize

CP =

and the following expected lengths of approximate confidence interval
EL = E[n”/Z&e(Ai)(ya/z — Y1i—a/2)]s

where #{-} denotes number of element of set {-}, simsize denotes replication
number of simulation. We also estimate the expected length by using Monte
Carlo simulation as follows:

EFFEL = ﬁl(a/szz’msize) - El((l—a/Z)XsimSize)a
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where ﬁl(i) denotes i-th largest value among the simsize. Tables 1-3 give the
coverage probabilities when p = 100,200 and 5, respectively. Tables 4-6 give
the expected lengths of approximate confidence interval and exact expected
length when p = 100, 200 and 5, respectively. As can be seen from the Tables 1-
3, when the sample size or dimension is increased, probability for approximate
confidence interval is close to confidence level. In addition, we observe that
our approximations have a high level of accuracy in different situations: large
sample settings (Table 3), high dimensional and large sample settings (Table
1-2). From Tables 4-6, when the sample sizes increase, the expected lengths
become narrower for each case. Through these simulation results, we can see
that our approximate confidence interval has a good performance not only in
high dimensional and large sample settings, but also in large sample settings.

The asymptotic normality obtained by Corollary 3.3 is also demonstrated.
Let

2¢/NiNa/n(Ly —®(—A/2)) Hoono = V(L — Ry)
P(—A/2) Lo o(A?)

BN17N2 =

Then Corollary 3.3 (Theorem 3.2) show that By, n, (Hpn,,N,) converges in
distribution to standard normal distribution as n — oo (n,p — o0). To check
for asymptotic normality make By, n, (Hp N, N,) Vs standard normal Q-Q
plot in Case A. The straight line y = = represents where asymptotic normality
holds. Figure 1 display the Q-Q plots of By, n, in Case B, and Figure 2, 3
display the Q-Q plots of Hp v, n, in Case A. From figures, it is confirmed that
CPMC has normality when sample size is large enough compared with the
dimension.

§5. Conclusion

The performance of classification procedure is evaluated by its error probabil-
ity which usually depends on unknown parameters. In practice, we considered
the interval estimation for EPMC of improved linear discriminant rule. To
derive an approximate confidence interval, we derived the asymptotic distri-
bution for the studentized statistics of estimator of EPMC under the high
dimensional and large sample frame work. Our approximate confidence in-
terval not only has been established in high dimensional and large sample
settings, but also has been established in large sample settings. Also, we con-
firmed that the superiority of our approximate confidence intervals have been
verified in the sense of the coverage probability and expected length by using
Monte Carlo simulation.
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Appendix

A. Stochastic expression quadratic form

We present here the preliminary results about the quadratic form.

Lemma A. 1. Let z ~ N,(v, 1), g ~ N,(0,1,), W ~ W,(n,I,) and v =
VV'v. Assume thatn —p+1>0 and p > 2. Then, it holds that

lw—l
(i) = - ,
’02 (N

where

u; ~N(0,1) (i =1,2,3,4),

~ 2 ~ 2 ~ 2 ~ 2
v~ Xp—27 Vg ~ Xn—p+17 U3 ~ Xp—17 Vg4 ~ Xn—p+27

and these variables are mutually independent. Here, x> means chi-square dis-
tribution with a degrees of freedom.

(Proof) The proof of assertions (i)-(iv) follows directly by applying the tech-
nique derived in Lemma 1, in Yamada et al. (2015).
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B. Derivation of (2.3)

By using Lemma A.1, U can be rewritten as

(A. 1)
A2n np(N1 - NQ) n(N1 - N2) 2 2 ~
vo= - 2772 +{2N1Ng(n—p—1) B 2N1N21~)2 (u1+u2+v1)
2
nus ~ [ N1Ny -
[ A ==+ + uj +
NN ( n+2 “1> Y2 T

2
nuy U3 ~ [N1Ny -
2 A = | U+
o /N1 N, \ 4 ( n+2 1) 2 M
A =
- - N1U1+N2U2\/$ .
V2 (n + 2)N1N2 V4

By using above expression, we calculate the expectation of U as

n ~ A2 1 -1
(8-2) EW]:’Em—p—nA%’bu—a<”‘m Q

A2

:'Eu—@<“vm1@>+“”5

The expectation of U? is obtained by calculating the second moment of each
term in (A.1). The second moment of each term in (A.1) is calculated as
follows:

E Azn np(N1 — NQ) _ n(N1 — N2
2172 2N1N2(n—p— 1) 2N1N2’l~)2

2
) (U%+U%+{7l)}
_ n2 A4 + ’I’sz(Nl - NQ) A2
dn—p—-3)(n—p—1) NiNa(n—p—=3)(n—p—1)2
(n — 1)n?p(Ny — Ny)?
2NENZ(n—p—3)(n—p—1)2

At L2 A% (v — ) c(y1 — 72)?
= "M ai=a) T ai = ofis a1 — ot

+o(n™),




164 M. HYODO, T. MITANI, T. HIMENO AND T. SEO

2

2
nus ~ N1N2 ~
E —_— A +u +ui+o
172\/]\71]\72\] ( n+2 1) 2 !

2 2
n <9 nep

(n—|—2)(n—p—3)(n—p—1)A +N1Nz(n—p—?:)(n—p—1)
1 9 c
= AN

“ = TR —gms )

2

2
nuy ’l~)3 ~ NlNQ ~
ol R LT L IR 2
U2/ N1 N2 174J< n+2+u1> tupt o
n*(p—1) A2
(n+2)(n—p-=3)(n—p—1)(n—p)
n*(p—1)p
NiNa(n—p—=3)(n—p—1)(n—p)
2
¢

n(l =)y

~ 2
An U3
. {{@2 (n + 2)N1 Ny (Nlul " Nm\/;> } ]

_ n® {N{(n—p)+ N (p—1)} A2
(n+2)NiNay(n —p—3)(n—p—1)(n—p)
_ (i —niet 7336) A% 4 o(nh).
ny1vy2(1 — ¢)
Summarizing these results, we obtain that
At L4 N A?
41 —¢)? n(l—c) n(1—¢)3v,
c(n—1)°
2n(l —c)3iyy - n(l — )Py
From (A.2) and (A.3), we obtain that

E[(U-Uy)? = E[U% - 2UE[U]+ U]

1 2 c
a5
2n(1 —c)? { 2 \ M

c _ 2
+ (712 ;)’2) }+0(1’L_1).
1172

_l’_

_ c 2
g A7+

o(n™1
- n(l —C) + ( )7

(A.3) E[U?] =

+o(n™h).
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C. Derivation of (2.4)

By using Lemma A.1, V' can be rewritten as

A2n2 1~)3 77,2 (n + 2) ’l~)3
A4V = T+ 2 )+ =2 (1 B ) (2 + 0
(A.4) { F2 ( +174>+ N1 Ny72 < +174) (i + 1)
2An%\/n + 2 3
U2\/N1N2 (%

By using above expression, we calculate the expectation of V' as

(A. 5)

E[V] = E

A?p? v n?(n + 2 v -
al <1+@3> +(~2)(1+{z> (u2 + ul + )

+(1—c(;37172 {H?ll (1ic H)} +oln™).

The expectation of V2 is obtained by calculating the second moment of each
term in (A.4). The second moment of each term in (A.4) is calculated as
follows:

(A. 6)
- 2
A2n2 773 n2 (n + 2) 173
E 14+ = — (14 = 2 249
{ 2 ( +@4>+ NiNyi2 ( +@4>(“1+“2+v1)

n* { (A2N1N2 +(n+ 2)p>2 +2(n + 2)2p}

N2N? o302 5y O3]’
(A. 7)
~ 2
2An2/n +2 D3
E ﬂi 1 + - Ul
02\/N1N2 V4
4A%n4(n + 2 2.1 -2 1
= ( )E p~4~2 + {)4~ + 3|
NNy V5 UF V54 05
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We note that

E|—|= =
K5 (1—c)*n* (1 —c)n® +o(n™),
[ 1 2
E|—|= -3
7)Ao T T
(1] 1
El—]| =
5] = (1=dn
Thus we obtain that
2
p"—1 2p—2 1 1 2(2¢+7) _5
A.8) E —| = :
(A8 B\ Tz o, @3] A=t " @—cyms 7o)
Substitute (A.8) into (A.6) and (A.7), we obtain that
(A.9) E[V?] = Y R AML
' (1—¢)f (1 =) (1—¢)%is
1 <2(2c + AT 4{c(c+T7) +1}A?
n (1—-2¢)7 (1—=¢)"117y2
2¢(8¢+1) > 1
——— ) +o(n).
a—omg) )
From (A.5) and (A.9), we obtain that
E[(V-W)?] = E[V’-2WE[V]+V7
2{(c+1)*+c}
= —— 4)A A
n(l—¢)7 (e A"+ 1172
c{lc+1)?+c
+ { 3 )2 ) +o(n™h).
Y172

D. Derivation of (2.8)

By using Lemma A.1, A? can be rewritten as

N1N2 V2 N1N2 '

(A 10) A2= (PP D+ (m+7) tus i (n+2)p
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By using above expression, we calculate the expectation of A? as

(A. 11)
gAz = (e Ve+2)p fu+ ) +ui o] (n+2)p
N]_N2 172 N1N2
 (n—p—1)(n+2) NiN2A? + (n+2)p  (n+2)p
N1 No (n+2)(n—p-1) N1Ny

= A%

Also, we calculate the second moment of A? as

(A. 12)
o 1\2 2 2 2 |~ 0\ 2
piay - (op e[t
N1N2 V2
2n+2P(m—p—Dp [(m+7)+ui+0] , (n+2)°?
NZNZ U N{N3

The expected term in (A.12) can be calculated as

(A. 13)
- [(ul +7)2+ud+ 1] NiN2AZ+ (n+2)p
g | T mrm-p-1)
(A. 14)
(ug +7)% 4+ ud + 2] - 1
E[( 3 )_ T —p- 9 -p-Dn+27

{NZNZA* + 2(n + 2)(p + 2) N1 NoA?
+(n+2)°p(p +2)}-

Substitute (A.13) and (A.14) into (A.12), we obtain that

(A. 15)

. . dn—1)(n+2) x5 2(n+2)%p(n—1)
E[AY = (14— )A! A? :
[A7] ( +n—p—3> +(n—p—3)N1NQ +N12N22(n—p—3)
From (A.11) and (A.15), we obtain that
E[(A2 - A?%)? = E[AY - 2A%E[A?] + A*
1 4A? 2¢

- - 2A4++>+0n_1.
n(l—C)( Y2 Y2 ()
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E. Derivation of (3.10)

From Lemma A.1, we note that

(V —Vp)? N1 Ny32

0 V—1o)? as.
< 1% < nQ(n—i—Q)f)l( )" as
So, we consider to evaluate
(A. 16)

Ny Noii2 ) NiN,#3 N1 N3
——(V -V, = E|——"7"-V* -2WE | ————"—
n2(n + 2)0; ( 0) n2(n + 2)0; O™ n2(n + 2)5,

Ny Nyo3
V2E | 22272
TV [nQ(n—i-Q)fu]
The each term on right hand side in (A.16) is evaluated as
A 17 E|l———=—
( ) [nQ(n +2)0y
n('INJ3 + ’l~)4) {A2N1N2 + (n + 2) (u% + u% + 'Dl)}
=E
\/ (n -+ 2)N1N2\/El72’[~)4
- 2
+272AU1 (173 + ’L~)4)
V010904

(n — 3)(n — 1)n> Ny N, A*
(n+2)(n—p=3)(n—p—-2)(n—p—1)(n—p)(p—4)
2(n — 3)(n — 1)n?pA2
(n—p=3)(n—p=2)(n—p—1)(n—p)(p—4)
n (n=3)(n—1)n*(n+2)(p - 2)p
NiNa(n—p=3)(n—p—=2)(n—p—1)(n—p)(p—4)
:{ Y2 2(3c? —2C+2)7172}A4
(

_l’_

1—c)e (1 —c¢)5c?n
2 4(2¢* —c+2)
+{(1—c)4+ (1—c¢)dcn }AQ
c 2 (02 +c+ 1)

—i—on‘l,
T= o A=, )
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and
Ny No3
(A. 18)E [M }
(5 + 00) {B2Ni Ny + (n+2) (1 + 3+ ) }
- (n + 2)0104
+2\/mAu1(f}3 + U4)
Vn + 20104
_ (=1NNy 35 (n=1)(p—2)
 (n+2)(n—p)(p— 4)A " (n—p)(p—4)

- (2 O s (T ) o

Combining (A.16)-(A.18), we obtain that

[ N1N2v3 (V_V0)2:| _ 2 ((C+4)’7172A4+ 2{C(C+3)+1}A2

n?(n + 2)t, (1—rc¢)5¢ (1—c¢)5¢
1
c(c—|-35) + > +o(n-Y).
(=)
F. Derivation of (3.13)
From Lemma A.1, it holds that
0< (U~ Uo)* < NlNZ{)% (U—U)2 a.s
Vv n?(n + 2)0; o) e
So, we consider to evaluate
(A. 19)
Ny N2 , NiN2w3 N1N2v3
E|——==-(U-U, = E|—"=-U" —2U0E | —""=-U
n?(n+ 2)0 ( 0) n?(n + 2)0, O™ n2(n+2)d,
N1 Now3
2 14V2U9
El_t2272
o [”2(” + 2)171}



170 M. HYODO, T. MITANI, T. HIMENO AND T. SEO

We evaluate the first term on right hand side of (A.19).
The random variable \/N1No93/{n2(n + 2)#1 }U can be rewritten as

(A. 20)

( NlN >1/2 U — (N1 NQ)UQ < P . ui + Uy + 1}1>
n?(n+ 2)v 2¢/(n+2)N1Nay/o; \n—p—1 2
B N1Ny ~2}
2(n +2)1/2\/,

2
| N1N2o .
A 2
,7n_|_ \/>\I< +2+U1> +U2+U1
2
2 ~
T—I— 10s ( \/n+2+u1) +u3; + 11

U3
—— | Niu; + N- .
(n+2) o ( 11 2U2 U4>

The expectation of (N1N293)/{(n + 2)5;}U? is obtained by calculating the
second moment of each term on right hand side of (A.20). These second
moments can be calculated as follows:

(N1 — Na)vo ( p - — “%"‘1}%4‘171) S 2
n—p— V2 B N, -
= N1N» A4 (n—1) (Ny — No) 2
4(n+2)(p—4) n+2)p—Dn—p—1)
+ (n—l)(n p—|—3)( N2)2
2
(A. 22) {1 (A gli\; +u1> +ud+
= %NQ—F&
(n+2)2(p — 4) (n+2)(p—4)
(n+2)N1—N12~2 p_2

 (n+22(p—4) (n+2)(p—4)’
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2
U2 - [N1No
A. 23)E 4 Ay/ 249

__ M-l e, =D -2
(n+2)%(p—4)(n —p) (n+2)(p—4)(n —p)

_{(n+2)Ny — N} (p - 1) 55 (p—1p—2)
(n+2)%(p —4)(n —p) (n+2)(p—4)(n—p)’

~ 2
A? | U3

A2)E | —— | N N. —

( ) {(n+2)21~}1 ( 1u1 + Nau2 174)

From (A.21)-(A.24), we can obtain that

_ N%(n—p)‘i‘NzQ(p—l)Az
(n+22(p—-4)(n—p)

,52
(A.25) E [m 2]
NNy ga Niplp—n) £ No{(n— 1) —p 4 p 4,
CA(n+2)(p—4) (n+2)(p—4)(n—p—1)(n—p)
n—1 pn—p+3)(N1— Np)*  2(p—2)
T2+ 2)p—4) { NiNo(n—p—12  n—p }
_ Ay +1 {(2 — o) A% A%{ey — (e + 1)y}
e n 2¢? (I1-2c¢)c
V% +’Y% :| o nfl)
2(1 = o)ne .
Also, we have that
Ny Noi3
(A.26) E [M ]
_ ~ NiNy(n—p+ 1)A2 N (N1 = No)(n—p+1)(n+p—1)
2n(n+2)(p —4) n(n+2)(n—p—1)(p—4)
(1 -y 1 [{(5—2c)c — 4} A%y
T 2CI2A2+n[ 2¢? =
+(C+ 1)(2/1 — 72):| + O(?”L_l),
and
Ny N2
(A.27) B [M]

_ NiNy(n—p+1)(n—p+3)
n?(n+2)(p —4)

(1—¢)’ne n 202 - (1 - o)c}(1 —Imme
C cn

+o(n71).
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Combining (A.25)-(A.27), we obtain that

Ny Noi3
n?(n + 2)t,

1
2n(1 — c)ene
(i +73)} +o(nh.

(U — Up)? {AM193 + 2A%7 7,
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Table 1. The coverage probabilities (p = 100)

a\n+2 (Ni:Ny) 200 300 400
(1:1) 0.987 0.988 0.989
0.01 (1:3)  0.987 0.987 0.988
(3:1)  0.98 0.987 0.988
(1:1) 0946 0.948 0.948
0.05 (1:3) 0947 0.947 0.947
(3:1)  0.945 0.947 0.948
(1:1) 0898 0.899 0.898
0.10 (1:3)  0.899 0.897 0.898
(3:1)  0.896 0.897 0.899

Table 2. The coverage probabilities (p = 200)

a\n+2 (Ni:N3) 400 600 800
(1 0.988 0.989 0.989

—_

)
0.01 (1:3)  0.989 0.988 0.989
(3:1)  0.988 0.989 0.989
(1:1) 0948 0.949 0.949
0.05 (1:3)  0.949 0.948 0.950
(3:1)  0.949 0.949 0.949
(1:1) 0899 0.899 0.900
0.10 (1:3)  0.900 0.899 0.900
(3:1)  0.900 0.899 0.900

Table 3. The coverage probabilities (p = 5)

a\n+2 (Ni:Ny) 100 300 500
(1:1) 0984 0.987 0.989
0.01 (1:3) 0983 0.987 0.989
(3:1)  0.982 0.987 0.989
(1:1) 0944 0.947 0.950
0.05 (1:3) 0943 0.947 0.948
(3:1)  0.941 0.947 0.949
(1:1) 0.896 0.897 0.901
0.10 (1:3)  0.893 0.897 0.900
(3:1)  0.894 0.898 0.900
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Table 4. The expected lengths (p = 100)

n+2 200 300 400
«a (N1:N2) | EL EEL EL EEL EL EEL
(1:1) | 0.170 0.173]0.122 0.124 | 0.097 0.098
0.01 (1:3) 0.195 0.199 | 0.140 0.143 | 0.112 0.114
(3:1) 0.195 0.198 | 0.140 0.142 | 0.111 0.114
(1:1) 0.129 0.131 | 0.093 0.094 | 0.074 0.075
0.05 (1:3) 0.149 0.152 | 0.106 0.108 | 0.085 0.086
(3:1) 0.149 0.151 | 0.106 0.107 | 0.085 0.085
(1:1) 0.109 0.110 | 0.078 0.078 | 0.062 0.062
0.10 (1:3) 0.125 0.127 | 0.089 0.090 | 0.071 0.072
(3:1) 0.125 0.127 | 0.089 0.089 | 0.071 0.071

Table 5. The expected lengths (p = 200)

n+2 400 600 800
a (Ni:N») | EL EEL | EL EEL | EL EEL
(1:1) 0.120 0.122 | 0.086 0.086 | 0.069 0.069
0.01 (1:3) 0.138 0.140 | 0.099 0.100 | 0.079 0.080
(3:1) 0.139 0.141 | 0.099 0.101 | 0.079 0.079
(1:1) 0.092 0.092 | 0.065 0.066 | 0.052 0.053
0.05 (1:3) 0.105 0.106 | 0.075 0.076 | 0.060 0.060
(3:1) 0.105 0.107 | 0.075 0.076 | 0.060 0.060
(1:1) 0.077 0.077 | 0.055 0.055 | 0.044 0.044
0.10 (1:3) 0.088 0.089 | 0.063 0.064 | 0.050 0.050
(3:1) 0.088 0.089 | 0.063 0.064 | 0.050 0.051

Table 6. The expected lengths (p = 5)

n+2 100 300 500
« (N1:Ny) | EL EEL EL EEL EL EEL
(1:1) 0.151 0.163 | 0.103 0.107 | 0.083 0.085
0.01 (1:3) 0.168 0.174 | 0.114 0.118 | 0.092 0.094
(3:1) 0.169 0.174 | 0.114 0.119 | 0.092 0.094
(1:1) 0.115 0.119 | 0.078 0.080 | 0.063 0.064
0.05 (1:3) 0.128 0.134 | 0.087 0.089 | 0.070 0.071
(3:1) 0.128 0.134 | 0.087 0.089 | 0.070 0.071
(1:1) 0.097 0.099 | 0.066 0.067 | 0.053 0.054
0.10 (1:3) 0.108 0.110 | 0.073 0.074 | 0.059 0.059
(3:1) 0.108 0.110 | 0.073 0.074 | 0.059 0.059
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(N1, N2) = (25,75) (N1, N2) = (50, 50) (N1, Na) = (75,25)

(N1, No) = (75,225)  (Ny,Na) = (150,150)  (Ny, Na) = (225, 75)

(N1, Np) = (125,375) (N1, N2) = (250,250)  (Np, No) = (375,125)

Figure 1. Q-Q plots of By, n, for Case B
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(N1, N3) = (50,150)  (Np,Ny) = (100,100)  (Ny, No) = (150, 50)

(N1, No) = (75,225)  (Ny,Na) = (150,150)  (Ny, Na) = (225, 75)

(N1, N3) = (100,300)  (Ny,N3) = (200,200)  (Ny, Np) = (300, 100)

Figure 2. Q-Q plots of H, n, n, in Case A (p = 100)
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(N1, Np) = (100,300)  (Ny, Na) = (200,200)  (Ny, N3) = (300, 100)

(N1, Na) = (150,450) (N1, Na) = (300,300) (N7, Na) = (450, 150)

(N1, Na) = (200,600) (N, Na) = (400,400)  (Ny, N3) = (600,200)

Figure 3. Q-Q plots of H, n, n, in Case A (p = 200)
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