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Abstract. We consider the initial value problem for a two-component system
of cubic nonlinear Schrödinger equations in one space dimension. We provide
a detailed lower bound estimate for the lifespan of the solution to the system,
which can be computed explicitly from the initial data, the masses and the
nonlinear term.
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§1. Introduction

We consider the following initial value problem:{
Lmjuj = Fj(u), t > 0, x ∈ R,
uj(0, x) = εφj(x), x ∈ R(1.1)

for j = 1, . . . , N , where Lm = i∂t +
1
2m∂

2
x, i =

√
−1, mj ∈ R\{0} and u =

(uj(t, x))1≤j≤N is a CN -valued unknown function. The nonlinear term F =
(Fj)1≤j≤N is assumed to be a cubic homogeneous polynomial in (u, u). Also
we assume that the system (1.1) satisfies the so-called gauge invariance:

Fj(e
im1θz1, . . . , e

imNθzN ) = eimjθFj(z1, . . . , zN )

for j = 1, . . . , N and any θ ∈ R, z = (zj)1≤j≤N ∈ CN . ε > 0 is a small param-
eter which is responsible for the size of the initial data, and φ = (φj(x))1≤j≤N
is a CN -valued known function which belongs to (H1 ∩H0,1(R))N . Here and
later on as well, Hs denotes the standard L2-based Sobolev space of order s,
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and the weighted Sobolev space Hs,σ is defined by {ϕ ∈ L2 | ⟨ · ⟩σϕ ∈ Hs},
equipped with the norm ∥ϕ∥Hs,σ = ∥⟨ · ⟩σϕ∥Hs , where ⟨x⟩ =

√
1 + x2. We are

interested in large-time behavior of the small amplitude solution for (1.1).
Let us recall the backgrounds briefly. It is well-known that cubic nonlinear-

ity is critical when we consider large-time behavior of solutions to nonlinear
Schrödinger equation in one space dimension. Because the best possible de-
cay in L2

x of general cubic nonlinear terms is O(t−1), standard perturbative
approach is valid only for t ≲ exp(o(ε−2)) in general, and our problem is
to make clear how the nonlinearity affects the behavior of the solutions for
t ≳ exp(O(ε−2)). We begin with the single case (N = 1):

i∂tu+
1

2
∂2xu = λ|u|2u, t > 0, x ∈ R(1.2)

with λ ∈ R. According to Hayashi-Naumkin [5], the solution to (1.2) with
small initial data exists globally in time and the global solution behaves like

u(t, x) =
1√
it
α̃(x/t) exp

(
i
x2

2t
− iλ|α̃(x/t)|2 log t

)
+ o(t−1/2)

as t → +∞ uniformly in x ∈ R, where α̃(ξ) is a suitable C-valued function
of ξ ∈ R satisfying |α̃(ξ)| ≲ ε. An important consequence of this asymptotic
expression is that the solution decays like O(t−1/2) in L∞(Rx), while it does
not behave like the free solution unless λ = 0. In other words, the additional
logarithmic factor in the phase reflects the long-range character of the cubic
nonlinear Schrödinger equations in one space dimension. If λ ∈ C in (1.2),
another kind of long-range effect can be observed. Shimomura [20] showed
that the small data solution to (1.2) exists globally in time and decays like
O(t−1/2(log t)−1/2) in L∞(Rx) as t → ∞ if Imλ < 0. This gain of additional
logarithmic time decay should be interpreted as another kind of long-range
effect. If Imλ > 0, Sunagawa [21] and Sagawa-Sunagawa [17] have derived
the following more precise estimate for the lifespan Tε of the solution to (1.2)
with initial data u(0, x) = εϕ(x):

lim inf
ε→+0

(ε2 log Tε) ≥
1

2 Imλ sup
ξ∈R

|ϕ̂(ξ)|2
,(1.3)

where 1/0 is understood as +∞, and ϕ̂ denotes the Fourier transform of ϕ,
i.e.,

ϕ̂(ξ) =
1√
2π

∫
R
e−iyξϕ(y) dy, ξ ∈ R.

This estimate tells us the dependence of Tε on Imλ. Roughly speaking, the
estimate (1.3) is derived from the ordinary differential equation{

i∂tf(t, ξ) =
λ
t |f(t, ξ)|

2f(t, ξ), t > 1, ξ ∈ R,
f(1, ξ) = εϕ̂(ξ), ξ ∈ R.
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This equation can be solved explicitly as follows:

|f(t, ξ)|2 = ε2|ϕ̂(ξ)|2

1− 2 Imλ|ϕ̂(ξ)|2ε2 log t
as long as the denominator is strictly positive. Hence the solution f(t, ξ) blows
up at

ε2 log t =
1

2 Imλ sup
ξ∈R

|ϕ̂(ξ)|2
.

This observation implies that small data solution u(t, x) of (1.2) with Imλ > 0
may blow up in finite time. An example of blowing-up solution to (1.2) with
arbitrarily small ε > 0 has been given by Kita [11] under a particular choice
of ϕ when Imλ > 0. However, it seems difficult to specify the lifespan for
the blowing-up solution given in [11], and the optimality of (1.3) is left to
be unknown. Next let us turn our attentions to the system case (N ≥ 2).
An interesting feature in the system case is that the behavior of solutions
are affected by the combinations of the masses as well as the structure of the
nonlinearity (see e.g., [2], [3], [4], [6], [7], [8], [9], [10], [12], [13], [14], [15],
[16], [19], [22], etc.). In [13], several structural conditions on F have been
introduced under which small data global existence holds, and time-decay
properties of the global solutions have been investigated. As a result, we come
up with the following question: what happens if the structural conditions
on F given in [13] are violated? However it seems difficult to treat the general
N -component system (1.1). As the first step we consider the following two-
component system:

Lm1u = λ|v|2u, t > 0, x ∈ R,
Lm2v = µ|u|2v, t > 0, x ∈ R,
u(0, x) = εφ(x), v(0, x) = εψ(x), x ∈ R

(1.4)

with m1, m2 ∈ R\{0}, λ, µ ∈ C and φ, ψ ∈ H1 ∩ H0,1(R). The approach
of Li-Sunagawa [13] implies small data global existence and time decay of the
global solution for (1.4) under the either of the following three conditions:

• Imλ < 0,

• Imµ < 0,

• Imλ = Imµ = 0.

According to [13], large-time behavior of the solution for (1.4) deeply relates
to the following system of ordinary differential equations:

i∂tf(t, ξ) =
λ
t |g(t, ξ)|

2f(t, ξ), t > 1, ξ ∈ R,
i∂tg(t, ξ) =

µ
t |f(t, ξ)|

2g(t, ξ), t > 1, ξ ∈ R,
f(1, ξ) = εFm1φ(ξ), g(1, ξ) = εFm2ψ(ξ), ξ ∈ R,

(1.5)
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where Fm denotes the scaled Fourier transform which will be defined in the
next section. We note that global existence and boundedness of the solution
to the reduced system (1.5) holds in this case. We check it for Imλ < 0 (the
same is true for the other cases). Multiplying the equations of system (1.5) by
f and g respectively, and taking the imaginary part of the result, we obtain

∂t(|f(t, ξ)|2) = 2 Imλ
t |f(t, ξ)|2|g(t, ξ)|2, t > 1, ξ ∈ R,

∂t(|g(t, ξ)|2) = 2 Imµ
t |f(t, ξ)|2|g(t, ξ)|2, t > 1, ξ ∈ R,

|f(1, ξ)|2 = ε2|Fm1φ(ξ)|2, |g(1, ξ)|2 = ε2|Fm2ψ(ξ)|2, ξ ∈ R.

Therefore we see

∂t(| Imµ||f |2 − Imλ|g|2) = 2 Imλ(| Imµ| − Imµ)

t
|f |2|g|2 ≤ 0

for Imµ ̸= 0, and

∂t(|f |2 + |g|2) = 2 Imλ

t
|f |2|g|2 ≤ 0

for Imµ = 0. Hence we obtain

|f(t, ξ)|2 + |g(t, ξ)|2 ≤ Cε2(|Fm1φ(ξ)|2 + |Fm2ψ(ξ)|2)

for t ≥ 1 and some constant C > 0. This observation yields global exis-
tence and time decay of solutions to (1.4) (see [13] for details). However the
remaining cases are left unsolved so far, that is,

• Imλ > 0 and Imµ > 0,

• Imλ > 0 and Imµ = 0,

• Imλ = 0 and Imµ > 0.

The aim of this paper is to clarify large-time behavior of the solution to
(1.4) with Imλ > 0 and Imµ > 0. Since the solution of the reduced system
(1.5) blows up at finite time in this case (see Section 3 for details), it could be
natural to expect that the lifespan of the solution to the original system (1.4)
is characterized by the blow-up time of the solution to the reduced system
(1.5). We will justify the half of this expectation.

To state the main result, let us define τ0 ∈ (0,+∞] by

τ0 :=
1

2
inf
ξ∈R

{
log(Imµ|Fm1φ(ξ)|2)− log(Imλ|Fm2ψ(ξ)|2)

Imµ|Fm1φ(ξ)|2 − Imλ|Fm2ψ(ξ)|2

}
.(1.6)

We remark that if Imµ|Fm1φ(ξ
∗)|2 = Imλ|Fm2ψ(ξ

∗)|2 at ξ∗ ∈ R, then we
define

log(Imµ|Fm1φ(ξ
∗)|2)− log(Imλ|Fm2ψ(ξ

∗)|2)
Imµ|Fm1φ(ξ

∗)|2 − Imλ|Fm2ψ(ξ
∗)|2

=
1

Imµ|Fm1φ(ξ
∗)|2

.
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We also remark that the right-hand side of (1.6) is always non-negative. Be-
cause of |Fm1φ(ξ)| < +∞, |Fm2ψ(ξ)| < +∞ and mean value theorem, we
have

log(Imµ|Fm1φ(ξ)|2)− log(Imλ|Fm2ψ(ξ)|2)
Imµ|Fm1φ(ξ)|2 − Imλ|Fm2ψ(ξ)|2

≥min

{
inf
ξ∈R

(
1

2 Imµ|Fm1φ(ξ)|2

)
, inf
ξ∈R

(
1

2 Imλ|Fm2ψ(ξ)|2

)}
> 0.

The main result of this paper is as follows:

Theorem 1.1. Assume that φ, ψ ∈ H1 ∩ H0,1(R), and that λ, µ ∈ C with
Imλ > 0 and Imµ > 0. Let Tε be the supremum of T > 0 such that (1.4)

admits a unique solution in
(
C([0, T );H1 ∩H0,1(R))

)2
. Then we have

lim inf
ε→+0

ε2 log Tε ≥ τ0,(1.7)

where τ0 ∈ (0,+∞] is given by (1.6).

Remark 1.2. From the main result, we clarify that the lower bound estimate
for the lifespan of small solutions to (1.4) holds when Imλ > 0 and Imµ > 0.
Moreover the estimate (1.7) is different from single case one (1.3) in general.
It is caused by the initial data and the structure of the nonlinearities on the
system (1.4) (see Section 3 for details). Therefore Theorem 1.1 tells us an-
other kind of large-time behavior of solutions which does not correspond to
the single case and heavily depends on the initial data and the structure of
the nonlinearities on the system. This is new knowledge on the system case.
However the author does not know whether (1.7) is optimal or not.

Remark 1.3. As for the remaining cases, that is,

• Imλ > 0 and Imµ = 0,

• Imλ = 0 and Imµ > 0,

solutions of the reduced system (1.5) grow up at t → +∞. Therefore it is
natural to expect that solutions of the original system (1.4) also grow up at
t → +∞. However the author does not know whether this expectation is true
or not. Even the small data global existence is not trivial at all, and what we
can show by the present approach is only lim inf

ε→+0
ε2 log Tε = +∞.

We close this section with the contents of this paper. In the next section,
we state preliminaries. Section 3 is devoted to a lemma on some system
of ordinary differential equations. In this section, we derive the Riccati-type
differential equation from the reduced system (1.5). This is the new ingredient
of the proof. After that, we will get an a priori estimate in Section 4, and the
main theorem will be proved in Section 5. In what follows, we denote several
positive constants by C, which may vary from one line to another.
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§2. Preliminaries

In this section, we summarize basic facts related to the Schrödinger operator
Lm = i∂t+

1
2m∂

2
x. We set Jm(t) = x+ it

m∂x. It is well-known that this operator
has good compatibility with Lm as follows:

[Lm,Jm(t)] = 0, [∂x,Jm(t)] = 1,

where [·, ·] stands for the commutator of two linear operators. Next we set the
free Schrödinger evolution operator

(Um(t)ϕ)(x) := ei
t

2m
∂2xϕ(x) =

√
|m|
2πt

e−i
π
4
sgn(m)

∫
R
eim

(x−y)2
2t ϕ(y)dy

for m ∈ R\{0} and t > 0. We also introduce the scaled Fourier transform Fm
by

(Fmϕ)(ξ) := |m|1/2e−i
π
4
sgn(m)ϕ̂(mξ) =

√
|m|
2π

e−i
π
4
sgn(m)

∫
R
e−imyξϕ(y)dy

as well as auxiliary operators

(Mm(t)ϕ)(x) := eim
x2

2t ϕ(x), (D(t)ϕ)(x) :=
1√
t
ϕ
(x
t

)
,

Wm(t)ϕ := FmMm(t)F−1
m ϕ

so that Um(t) can be decomposed into

Um(t) = Mm(t)D(t)FmMm(t) = Mm(t)D(t)Wm(t)Fm.

In what follows, we will occasionally omit “(t)” from Jm(t), Um(t), Mm(t)
and Wm(t), if it causes no confusion.

Lemma 2.1. Let m, µ1, µ2, µ3 be non-zero real constants satisfying m =
µ1 + µ2 + µ3. For smooth C-valued functions f1, f2 and f3, we have

Jm(f1f2f3) =
µ1
m

(Jµ1f1)f2f3 +
µ2
m
f1(Jµ2f2)f3 +

µ3
m
f1f2(J−µ3f3).

Lemma 2.2. Let m be a non-zero real constant. We have

∥ϕ−MmDFmU−1
m ϕ∥L∞ ≤ Ct−3/4(∥ϕ∥L2 + ∥Jmϕ∥L2)

and
∥ϕ∥L∞ ≤ t−1/2∥FmU−1

m ϕ∥L∞ + Ct−3/4(∥ϕ∥L2 + ∥Jmϕ∥L2)

for t ≥ 1.

Lemma 2.3. Let m be a non-zero real constant. For smooth C-valued func-
tions f1, f2 and f3, we have

∥FmU−1
m (f1f2f3)∥L∞ ≤ C∥f1∥L2∥f2∥L2∥f3∥L∞ .

We skip the proof of these lemmas (see e.g., §3 of [13] and its references).
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§3. A technical lemma

In this section, we introduce a lemma on some system of ordinary differential
equations which will be used effectively in the next section. Throughout this
section, we always assume that λ, µ ∈ C with Imλ > 0 and Imµ > 0. Let φ0,
ψ0 : R → C be continuous functions satisfying

sup
ξ∈R

|φ0(ξ)| <∞, sup
ξ∈R

|ψ0(ξ)| <∞.

We define τ1 ∈ (0,∞] by

τ1 :=
1

2
inf
ξ∈R

{
log(Imµ|φ0(ξ)|2)− log(Imλ|ψ0(ξ)|2)

Imµ|φ0(ξ)|2 − Imλ|ψ0(ξ)|2

}
.

We remark that if Imµ|φ0(ξ
∗)|2 = Imλ|ψ0(ξ

∗)|2 at ξ∗ ∈ R, then we define

log(Imµ|φ0(ξ
∗)|2)− log(Imλ|ψ0(ξ

∗)|2)
Imµ|φ0(ξ∗)|2 − Imλ|ψ0(ξ∗)|2

=
1

Imµ|φ0(ξ∗)|2
.

Let (α0(t, ξ), β0(t, ξ)) be a solution to
i∂tα0(t, ξ) =

λ
t |β0(t, ξ)|

2α0(t, ξ), t > 1, ξ ∈ R,
i∂tβ0(t, ξ) =

µ
t |α0(t, ξ)|2β0(t, ξ), t > 1, ξ ∈ R,

α0(1, ξ) = εφ0(ξ), β0(1, ξ) = εψ0(ξ), ξ ∈ R,
(3.1)

where ε > 0 is a parameter. If φ0(ξ
∗) = 0 or ψ0(ξ

∗) = 0 at ξ∗ ∈ R, then we can
immediately solve the equation (3.1) to find that |α0(t, ξ

∗)|2 + |β0(t, ξ∗)|2 ≤
Cε2. In what follows, we consider (3.1) at ξ ∈ R with φ0(ξ) ̸= 0 and ψ0(ξ) ̸= 0.
At first we consider the case Imµ|φ0(ξ)|2 > Imλ|ψ0(ξ)|2. Multiplying the
equations of system (3.1) by α0 and β0 respectively, and taking the imaginary
part of the result, we have

∂t(|α0(t, ξ)|2) = 2 Imλ
t |α0(t, ξ)|2|β0(t, ξ)|2, t > 1, ξ ∈ R,

∂t(|β0(t, ξ)|2) = 2 Imµ
t |α0(t, ξ)|2|β0(t, ξ)|2, t > 1, ξ ∈ R,

α0(1, ξ) = εφ0(ξ), β0(1, ξ) = εψ0(ξ), ξ ∈ R.

Therefore we see

∂t(Imµ|α0(t, ξ)|2 − Imλ|β0(t, ξ)|2) = 0,

so that

Imµ|α0(t, ξ)|2 − Imλ|β0(t, ξ)|2 = ε2(Imµ|φ0(ξ)|2 − Imλ|ψ0(ξ)|2)(3.2)

=: ε2G(ξ),
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to obtain the Riccati-type differential equation

∂t(|β0(t, ξ)|2) =
2

t
|β0(t, ξ)|2{Imλ|β0(t, ξ)|2 + ε2G(ξ)}.

Solving this Riccati-type equation, and applying the result to (3.2), we have

|α0(t, ξ)|2 = ε2
(
Imλ

Imµ
|ψ0(ξ)|2

G(ξ)

Imµ|φ0(ξ)|2t−2ε2G(ξ) − Imλ|ψ0(ξ)|2
+
G(ξ)

Imµ

)
,

|β0(t, ξ)|2 = ε2|ψ0(ξ)|2
G(ξ)

Imµ|φ0(ξ)|2t−2ε2G(ξ) − Imλ|ψ0(ξ)|2

as long as the denominators are strictly positive. Similarly if Imµ|φ0(ξ)|2 <
Imλ|ψ0(ξ)|2, we can see that

|α0(t, ξ)|2 = ε2|φ0(ξ)|2
G̃(ξ)

Imλ|ψ0(ξ)|2t−2ε2G̃(ξ) − Imµ|φ0(ξ)|2
,

|β0(t, ξ)|2 = ε2

(
Imµ

Imλ
|φ0(ξ)|2

G̃(ξ)

Imλ|ψ0(ξ)|2t−2ε2G̃(ξ) − Imµ|φ0(ξ)|2
+
G̃(ξ)

Imλ

)
,

where G̃(ξ) := Imλ|ψ0(ξ)|2− Imµ|φ0(ξ)|2. At last, we consider the remaining
case Imµ|φ0(ξ)|2 = Imλ|ψ0(ξ)|2. From (3.2), we can see that Imµ|α0(t, ξ)|2 =
Imλ|β0(t, ξ)|2 to obtain

∂t(|β0(t, ξ)|2) =
2 Imλ

t
|β0(t, ξ)|4.

Solving this equation, we have

|α0(t, ξ)|2 =
ε2|φ0(ξ)|2

1− 2ε2|ψ0(ξ)|2 Imλ log t
, |β0(t, ξ)|2 =

ε2|ψ0(ξ)|2

1− 2ε2|ψ0(ξ)|2 Imλ log t
.

Note that the solution (α0(t, ξ), β0(t, ξ)) blows up at the time t = eτ1/ε
2
, which

comes from the minimum time that the denominators Imµ|φ0(ξ)|2t−2ε2G(ξ) −
Imλ|ψ0(ξ)|2 = 0 at some ξ ∈ R. This is the reason why τ0 appears in the
lower bound estimate (1.7). Therefore we see that

sup
(t,ξ)∈[1,eσ/ε2 ]×R

(|α0(t, ξ)|2 + |β0(t, ξ)|2) ≤ C2
1ε

2(3.3)

for σ ∈ (0, τ1), where
C1 =

√
max{A,B,D}

and

A = sup
ξ∈R,

Imµ|φ0(ξ)|
2

Imλ|ψ0(ξ)|2
>1

(|φ0(ξ)|2 + |ψ0(ξ)|2)
Imµ|φ0(ξ)|2
Imλ|ψ0(ξ)|2 − 1(

Imµ|φ0(ξ)|2
Imλ|ψ0(ξ)|2

)1− σ
τ1 − 1

+
G(ξ)

Imµ

 ,
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B = sup
ξ∈R,

Imµ|φ0(ξ)|
2

Imλ|ψ0(ξ)|2
<1

(|φ0(ξ)|2 + |ψ0(ξ)|2)
Imλ|ψ0(ξ)|2
Imµ|φ0(ξ)|2 − 1(

Imλ|ψ0(ξ)|2
Imµ|φ0(ξ)|2

)1− σ
τ1 − 1

+
G̃(ξ)

Imλ

 ,

D =
1

1− σ
τ1

sup
ξ∈R,

Imµ|φ0(ξ)|
2

Imλ|ψ0(ξ)|2
=1

(|φ0(ξ)|2 + |ψ0(ξ)|2).

Next we consider a perturbation of (3.1). Let T > 1 and let φ1, ψ1 : R → C,
ρ, ν : [1, T )× R → C be continuous functions satisfying

sup
ξ∈R

(|φ1(ξ)|+|ψ1(ξ)|) ≤ C2ε
1+δ, sup

(t,ξ)∈[1,T )×R
t1+ω(|ρ(t, ξ)|+|ν(t, ξ)|) ≤ C3ε

1+δ

with some positive constants C2, C3, δ and ω. Let (α1(t, ξ), β1(t, ξ)) be the
solution to

i∂tα1(t, ξ) =
λ
t |β1(t, ξ)|

2α1(t, ξ) + ρ(t, ξ), t > 1, ξ ∈ R,
i∂tβ1(t, ξ) =

µ
t |α1(t, ξ)|2β1(t, ξ) + ν(t, ξ), t > 1, ξ ∈ R,

α1(1, ξ) = εφ0(ξ) + φ1(ξ), β1(1, ξ) = εψ0(ξ) + ψ1(ξ), ξ ∈ R.

The following lemma asserts that an estimate similar to (3.3) remains valid if
(3.1) is perturbed by ρ, ν and φ1, ψ1:

Lemma 3.1. Let σ ∈ (0, τ1). We set T∗ = min{T, eσ/ε2}. For ε ∈ (0,M−1/δ],
we have

sup
(t,ξ)∈[1,T∗)×R

(|α1(t, ξ)|+ |β1(t, ξ)|) ≤
√
2C1ε+Mε1+δ,

where

M =

(
2C2 +

C3

ω

)
e

Imλ+Imµ
2

(1+3C1+4C2
1 )σ.

Proof. We put w(t, ξ) = α1(t, ξ)− α0(t, ξ), z(t, ξ) = β1(t, ξ)− β0(t, ξ) and

T∗∗ = sup
{
T̃ ∈ [1, T∗)

∣∣∣ sup
(t,ξ)∈[1,T̃ )×R

(|w(t, ξ)|+ |z(t, ξ)|) ≤Mε1+δ
}
.

Note that T∗∗ > 1, because of the estimate

|w(1, ξ)|+ |z(1, ξ)| = |φ1(ξ)|+ |ψ1(ξ)| ≤ C2ε
1+δ ≤ M

2
ε1+δ

and the continuity of w and z. Since w satisfies

i∂tw =
λ

t

(
|z + β0|2(w + α0)− |β0|2α0

)
+ ρ,
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we see that

∂t|w|2

= 2 Im
(
w · i∂tw

)
≤ 2 Imλ

t

{(
M2ε2+2δ + 3C1Mε2+δ + 2C2

1ε
2
)
|w||z|+ C2

1ε
2|w|2

}
+ |w||ρ|

for t ∈ [1, T∗∗). Similarly we see that

∂t|z|2 ≤
2 Imµ

t

{(
M2ε2+2δ + 3C1Mε2+δ + 2C2

1ε
2
)
|w||z|+ C2

1ε
2|z|2

}
+ |z||ν|

for t ∈ [1, T∗∗). Therefore we have

∂t(|w|2 + |z|2) ≤ 2

t
C̃ε2(|w|2 + |z|2) + C3ε

1+δ

t1+ω
(|w|2 + |z|2)1/2

where C̃ = Imλ+Imµ
2 (1 + 3C1 + 4C2

1 ). By the Gronwall-type argument, we
obtain

(|w|2 + |z|2)1/2 ≤
(
(|φ1(ξ)|2 + |ψ1(ξ)|2)1/2 +

∫ t

1

C3ε
1+δ

2s1+ω+C̃ε2
ds

)
eC̃ε

2 log t

≤
(
C2ε

1+δ +
C3ε

1+δ

2(ω + C̃ε2)

)
eC̃σ

≤ M

2
ε1+δ

for (t, ξ) ∈ [1, T∗∗)× R. Therefore

|w(t, ξ)|+ |z(t, ξ)| ≤
√
2(|w|2 + |z|2)1/2 ≤ M√

2
ε1+δ.

This contradicts the definition of T∗∗ if T∗∗ < T∗. Therefore we conclude
T∗∗ = T∗. In other words, we have

sup
(t,ξ)∈[1,T∗)×R

|w(t, ξ)|+ |z(t, ξ)| ≤Mε1+δ,

whence

|α1(t, ξ)|+|β1(t, ξ)| ≤ |α0(t, ξ)|+|β0(t, ξ)|+|w(t, ξ)|+|z(t, ξ)| ≤
√
2C1ε+Mε1+δ

for (t, ξ) ∈ [1, T∗)× R. This completes the proof.
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§4. A priori estimate

This section is devoted to getting an a priori estimate for the solution to (1.1).
Throughout this section, we fix σ ∈ (0, τ0) and T ∈ (0, eσ/ε

2
], where τ0 is

defined by (1.6). Let u, v ∈ C([0, T );H1 ∩H0,1(R)) be a pair of solutions to
(1.1) for t ∈ [0, T ). We set

α(t, ξ) := Fm1

[
Um1(t)

−1u(t, ·)
]
(ξ), β(t, ξ) := Fm2

[
Um2(t)

−1v(t, ·)
]
(ξ).

We also define

E(T ) := sup
(t,ξ)∈[0,T )×R

(|α(t, ξ)|+ |β(t, ξ)|)

+ sup
0≤t<T

[
(1 + t)−γ(∥u(t)∥H1 + ∥v(t)∥H1 + ∥Jm1u(t)∥L2 + ∥Jm2v(t)∥L2)

]
with γ ∈ (0, 1/12). The goal of this section is to prove the following:

Lemma 4.1. Let σ, T and γ be as above. Then there exist positive constants
ε0 and K, not depending on T , such that

E(T ) ≤ ε2/3(4.1)

implies the stronger estimate

E(T ) ≤ Kε,

provided that ε ∈ (0, ε0].

We divide the proof of this lemma into two subsections. We remark that
many parts of the proof below are similar to that of Section 3 in [13] (see also
[18]), although we need modifications to fit for our purpose.

4.1. L2-estimates

In the first part, we consider the bound for ∥u(t)∥H1 , ∥v(t)∥H1 , ∥Jm1u(t)∥L2

and ∥Jm2v(t)∥L2 . We first remark that Lemma 2.2 and the assumption (4.1)
lead to

∥u(t)∥L∞ + ∥v(t)∥L∞ ≤ Cε2/3

t1/2

for t ≥ 1. Indeed the Sobolev embedding H1(R) ↪→ L∞(R) yields

∥u(t)∥L∞ + ∥v(t)∥L∞ ≤ C(∥u(t)∥H1 + ∥v(t)∥H1) ≤ Cε2/3
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for t ≤ 1. Hence we have

∥u(t)∥L∞ + ∥v(t)∥L∞ ≤ Cε2/3√
1 + t

for t ∈ [0, T ). Now we see from the standard energy method that

d

dt
(∥u(t)∥H1 + ∥v(t)∥H1)

≤ |λ|(2∥u(t)∥L∞∥v(t)∥L∞∥v(t)∥H1 + ∥v(t)∥2L∞∥u(t)∥H1)

+ |µ|(2∥u(t)∥L∞∥v(t)∥L∞∥u(t)∥H1 + ∥u(t)∥2L∞∥v(t)∥H1)

≤ Cε2

(1 + t)1−γ
,

whence

∥u(t)∥H1 + ∥v(t)∥H1 ≤ ε(∥φ∥H1 + ∥ψ∥H1) +

∫ t

0

Cε2

(1 + s)1−γ
ds(4.2)

≤ Cε(1 + t)γ .

Next we deduce from Lemma 2.1 that

Jm1(|v|2u) =
m2

m1
(Jm2v)vu− m2

m1
(Jm2v)vu+ |v|2(Jm1u).

We also remember the commutation relation [Lm1 ,Jm1 ] = 0. From them it
follows that

Lm1Jm1u = λ

(
m2

m1
(Jm2v)vu− m2

m1
(Jm2v)vu+ |v|2(Jm1u)

)
.

Therefore the standard energy method leads to

∥Jm1u∥L2 ≤ ε∥xφ∥L2 +

∫ t

0

Cε2

(1 + s)1−γ
ds ≤ Cε(1 + t)γ .(4.3)

In the same way, we have

∥Jm2v∥L2 ≤ Cε(1 + t)γ .(4.4)

Substituting (4.2), (4.3) and (4.4), we arrive at the desired estimate

∥u(t)∥H1 + ∥v(t)∥H1 + ∥Jm1u(t)∥L2 + ∥Jm2v(t)∥L2 ≤ Cε(1 + t)γ

for t ∈ [0, T ).
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4.2. Estimates for α and β

In this part, we will show |α(t, ξ)| + |β(t, ξ)| ≤ Cε for (t, ξ) ∈ [0, T ) × R
under the assumption (4.1). When 0 ≤ t ≤ 1, the desired estimate follows
immediately from the Sobolev embedding and (4.1). Hence we have only to
consider the case of T > 1 and t ∈ [1, T ).

i∂tα(t, ξ) = Fm1U−1
m1

[Lm1u] = Fm1U−1
m1

[λ|v|2u]

=
λ

t
|β(t, ξ)|2α(t, ξ) + ρ1(t, ξ),

where

ρ1(t, ξ) =
λ

t
W−1
m1

[
|Wm2β|2Wm1α

]
− λ

t
|β|2α.

In the same way, we have

i∂tβ(t, ξ) = Fm2U−1
m2

[Lm2v] = Fm2U−1
m2

[µ|u|2v]

=
µ

t
|α(t, ξ)|2β(t, ξ) + ρ2(t, ξ),

where
ρ2(t, ξ) =

µ

t
W−1
m2

[
|Wm1α|2Wm2β

]
− µ

t
|α|2β.

Note that Lemma 2.3 and ∥(Wm−1)f∥L∞ +∥(W−1
m −1)f∥L∞ ≤ Ct−1/4∥f∥H1

lead to

|ρ1(t, ξ)|+ |ρ2(t, ξ)| ≤
Cε2

t1+ω

with ω = 1/4− 3γ > 0. Moreover we have

|α(1, ξ)− εFm1φ(ξ)|

≤ C∥u(1, ·)− Um1(1)εφ∥
1/2
L2 ∥Jm1(1){u(1, ·)− Um1(1)εφ}∥

1/2
L2

= C∥u(1, ·)− Um1(1)εφ∥
1/2
L2 ∥Jm1(1)u(1, ·)− Um1(1)xεφ∥

1/2
L2

≤ C

(∫ 1

0
∥λ|v(s)|2u(s)∥L2ds

)1/2

ε1/2

≤ Cε2,

where we apply the Gagliardo-Nirenberg inequality ∥ϕ∥L∞ ≤ C∥ϕ∥1/2
L2 ∥∂xϕ∥

1/2
L2

and the relation Jm(t) = Um(t)xUm(t)−1. In the same way, we have

|β(1, ξ)− εFm2ψ(ξ)| ≤ Cε2.

Therefore we can apply Lemma 3.1 with φ0(ξ) = Fm1φ(ξ), ψ0(ξ) = Fm2ψ(ξ),
δ = 1, ω = 1/4− 3γ > 0 and τ1 = τ0 to obtain

|α(t, ξ)|+ |β(t, ξ)| ≤ Cε.
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§5. Proof of the main theorem

Now we prove Theorem 1.1. At first, existence of local solutions to (1.4) is
proved in a standard way applying the contraction mapping principle (see [1]).
Let Tε be the lifespan defined in the statement of Theorem 1.1. Next we set

T ∗ = sup{T ∈ [0, Tε) |E(T ) ≤ ε2/3}.

Note that T ∗ > 0 if ε is suitably small, because of the estimate E(0) ≤ Cε ≤
1
2ε

2/3 and the continuity of [0, Tε) ∋ T 7→ E(T ). Now, we take σ ∈ (0, τ0) and

assume T ∗ ≤ eσ/ε
2
. Then Lemma 4.1 with T = T ∗ yields

E(T ∗) ≤ Kε ≤ 1

2
ε2/3

if ε ≤ min{ε0, (2K)−3}. By the continuity of [0, Tε) ∋ T 7→ E(T ), we can
choose ∆ > 0 such that

E(T ∗ +∆) ≤ ε2/3.

This contradicts the definition of T ∗. Therefore we must have T ∗ ≥ eσ/ε
2
if ε

is suitably small. As a consequence, we obtain

lim inf
ε→+0

ε2 log Tε ≥ σ.

Since σ ∈ (0, τ0) is arbitrary, we arrive at the desired conclusion.
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535–567.

[9] S. Katayama, C. Li and H. Sunagawa, A remark on decay rates of solutions for a
system of quadratic nonlinear Schrödinger equations in 2D, Differential Integral
Equations, 27 (2014), 301–312.

[10] D. Kim, A note on decay rates of solutions to a system of cubic nonlinear
Schrödinger equations in one space dimension, Asymptotic Analysis, 98 (2016),
79–90.

[11] N. Kita, A work in preparation.

[12] C. Li, Decay of solutions for a system of nonlinear Schrödinger equations in 2D,
Discrete Conti. Dyn. Syst., 32 (2012), 4265–4285.

[13] C. Li and H. Sunagawa, On Schrödinger systems with cubic dissipative nonlin-
earities of derivative type, Nonlinearity, 29 (2016), 1537–1563.

[14] C. Li and H. Sunagawa, Remarks on derivative nonlinear Schrödinger systems
with multiple masses, to appear in the proceedings of the conference “Asymp-
totic Analysis for Nonlinear Dispersive and Wave Equations” held at Osaka in
September 2014 (arXiv:1603.04966).

[15] T. Ogawa and K. Uriya, Final state problem for a quadratic nonlinear
Schrödinger system in two space dimensions with mass resonance, J. Differential
equations 258 (2015), 483–503.

[16] T. Ozawa and H. Sunagawa, Small data blow-up for a system of nonlinear
Schrödinger equations, J. Math. Anal. Appl. 399 (2013), 147–155.

[17] Y. Sagawa and H. Sunagawa, The lifespan of small solutions to cubic derivative
nonlinear Schrödinger equations in one space dimension, Discrete Contin. Dyn.
Syst., 36 (2016), 5743–5761.

[18] Y. Sagawa, H. Sunagawa and S. Yasuda, A sharp lower bound for the lifespan of
small solutions to the Schrödinger equation with a subcritical power nonlinearity,
Differential Integral Equations, 31 (2018), 685–700.



160 Y. SAGAWA

[19] D. Sakoda and H. Sunagawa, Small data global existence for a class of quadratic
derivative nonlinear Schrödinger systems in two space dimensions, preprint,
arXiv:1804.05540v2.

[20] A. Shimomura, Asymptotic behavior of solutions for Schrödinger equations
with dissipative nonlinearities, Comm. Partial Differential Equations, 31 (2006),
1407–1423.

[21] H. Sunagawa, Lower bounds of the lifespan of small data solutions to the non-
linear Schrödinger equations, Osaka J. Math., 43 (2006), 771–789.

[22] K. Uriya, Final state problem for a system of nonlinear Schrödinger equations
with three wave interaction, J. Evol. Equ., 16 (2016), 173–191.

Yuji Sagawa
Department of Mathematics
Graduate School of Science, Osaka University
Machikaneyama-cho 1-1, Toyonaka, Osaka 560-0043, Japan
E-mail : y-sagawa@cr.math.sci.osaka-u.ac.jp


