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Abstract. We prove that theta functions of binary quadratic forms with
congruence conditions coincide with theta functions attached to ray classes of
quadratic fields. By Hecke’s Theorem, we can construct Hecke eigenforms by
forming linear combinations of them.
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§1. Introduction

In 1926, Hecke [3] constructed modular forms of weight one associated to both
real and imaginary quadratic fields. These forms are theta functions of binary
quadratic forms with congruence conditions. Kida-Namura [8] showed that
these theta functions appear in inverse Mellin transforms of Hecke L-functions
of certain ray class groups of quadratic fields. Conversely, in this paper, we
prove that any theta functions with congruence conditions can be obtained as
the inverse Mellin transforms of partial zeta functions of ray classes of certain
quadratic fields. Using the action of Hecke operators, we express the weight
one Hecke eigenforms in [10, Thorem 4.8.2 and Theorem 4.8.3] as a linear
combinations of these theta functions.

Hecke [4] computed the action of Hecke operators on the weight one theta
functions attached to ideal classes of orders of imaginary quadratic fields,
and Kani [5] constructed Hecke eigenforms by forming linear combinations of
them. We extend their results to the indefinite case and also ideal classes to
ray classes.

We now define theta functions of binary quadratic forms with congruence
conditions. While these theta functions are defined by Hecke [3], we follow
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Kudla’s definition in [9]. Let A = k

[
2a b
b 2c

]
be a symmetric matrix of size 2

over Z with a, k > 0 and gcd(a, b, c) = 1 such that b2 − 4ac is a fundamental
discriminant. We take a positive integer N = k |b2 − 4ac| and define

HA =
{
h ∈ Z2/NZ2 | Ah ≡ 0 (mod N)

}
.

Here we consider h ∈ HA as a column vector. For a column vector m ∈ Z2,
we denote tmAm by A[m]. Let G be the subgroup of SL2(R) in the identity
component of the automorphism group of the quadratic form Q(x, y) = 1

2A [x]

consisting of elements preserving h+NZ2 with x =

[
x
y

]
. If −detA < 0, then

G is a finite cyclic group, and if −detA > 0, then G is an infinite cyclic group
([1, §8.3]).

Definition 1.1. Assumptions and notations being as above. Let h ∈ HA. If
−detA < 0, then we define

θ−(τ ;h,A,N) =
∑

m∈h+NZ2/G

e

(
A[m]

2N2
τ

)
,

and if −detA > 0, then we define

θ+(τ ;h,A,N) =
∑

m∈h+NZ2/G
A[m]>0

ϵ(m) e

(
A[m]

2N2
τ

)
,

where ϵ((x, y)) = sgn
(
ax+ b+

√
b2−4ac
2 y

)
is the sign function and e(τ) =

exp(2πiτ) with τ in the complex upper half plane. Moreover, we set

θ±(τ ;h,A,N) =

{
θ−(τ ;h,A,N), if − detA < 0,

θ+(τ ;h,A,N), if − detA > 0.

Hecke [3] proved that these theta functions have the modular transforma-
tion law. We state it according to Shimura [12, Proposition2.1] and Kudla [9,
Theorem].

Theorem 1.2. For γ =

[
a′ b′

c′ d′

]
∈ Γ0(N), we have

θ±(τ ;h,A,N) |1 γ = e

(
a′b′A[h]

2N2

)
ψ− detA(d

′)θ±(τ ; a
′h,A,N)

where ψ−detA is the Kronecker character
(− detA

·
)
.
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We define

H 1
A =

{
h ∈ HA | 2N2 divides A[h] and gcd(Rh) = 1

}
where Rh =

{
A[g]
2N2 | g ∈ h+NZ2

}
is the set of representation numbers.

If h ∈ H 1
A , then we see that θ±(τ ;h,A,N) is a modular form on Γ1(N) by

Theorem 1.2. In this paper, we deal with θ±(τ ;h,A,N) for h ∈ H 1
A .

This paper is organized as follows. In the following section, we define theta
functions θ(τ ;C) attached to the ray classes in quadratic fields (Definition 2.1)
and we show a relation between θ±(τ ;h,A,N) and θ(τ ;C) (Theorem 2.2). In
Section 3, we describe the action of Hecke operators on θ(τ ;C) (Theorem 3.1)
which implies the action of Hecke operators on θ±(τ ;h,A,N). In Section 4,
we express Hecke eigenforms as a linear combination of θ±(τ ;h,A,N) using
the result in Section 3 (Corollary 4.3).

§2. Theta functions attached to ray classes of quadratic fields

In this section, we define theta functions attached to the ray classes in quadratic
fields, and we prove that they can be described in terms of θ±(τ ;h,A,N) in
Definition 1.1.

Let K be a quadratic field and f a modulus of K. We denote by ClK(f) the
ray class group modulo f and, for an ideal a prime to f, by [a] the class of a in
ClK(f). If K is a real quadratic field, then we always assume that f is divisible
by the two infinite primes of K and we decompose f into the finite part f0 and
the infinite part ∞1∞2. Moreover, we take a totally positive integer ν of K
with the property ν + 1 ∈ f0. If K is an imaginary quadratic field, then we
understand f = f0.

Definition 2.1. Let K be a quadratic field with the discriminant D, and f a
modulus of K. The theta function attached to the ray class C ∈ ClK(f) is the
function on the upper half plane H given by

θ(τ ;C) =
∑
a∈C

e(NK(a)τ),

where the sum is over all integral ideals in the ray class C and NK(a) is the
norm of a. Moreover, if D < 0, then we set

θ−(τ ;C) = θ(τ ;C),

and if D > 0, then we set

θ+(τ ;C) = θ(τ ;C)− θ(τ ;C[(ν)]).
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Moreover, we set

θ±(τ ;C) =

{
θ−(τ ;C), if D < 0,

θ+(τ ;C), if D > 0.

The following theorem is the main theorem in this paper.

Theorem 2.2. (i) For a theta function θ±(τ ;C) in Definition 2.1, there

exist A = k

[
2a b
b 2c

]
∈ M2(Z), N = k|b2 − 4ac|, and h ∈ H 1

A such that

θ±(τ ;h,A,N) = θ±(τ ;C).

(ii) For a theta function θ±(τ ;h,A,N) in Definition 1.1 with h ∈ H 1
A , there

exist a quadratic field K, a modulus f of K, and C ∈ ClK(f) such that

θ±(τ ;C) = θ±(τ ;h,A,N).

The following corollary follows immediately from Theorem 2.2.

Corollary 2.3. We keep the notations in Theorem 2.2 (ii). We assume
−detA > 0. If there exists a totally positive unit u of K with u + 1 ∈ f0,
then θ+(τ ;h,A,N) = 0.

To prove Theorem 2.2 (i), we recast theta functions θ(τ ;C) in different
forms.

Proposition 2.4. Let K = Q(
√
D) be a quadratic field of discriminant D

and f a modulus of K. For a ray class C ∈ ClK(f), there exist a quadratic
form Q(x, y) = ax2 + bxy + cy2, and positive integers i, j,M, f satisfying
gcd(i, j,M) = 1 and MD

f ∈ Z such that if D < 0, then we have

(2.1) θ−(τ ;C) =
∑

[
x
y

]
∈
[
i
j

]
+MZ2/G′

e

(
1

f
Q(x, y)τ

)
,

and if D > 0, then we have

(2.2) θ+(τ ;C) =
∑

[
x
y

]
∈
[
i
j

]
+MZ2/G′

Q(x,y)>0

sgn(ax+ ωy) e

(
1

f
Q(x, y)τ

)

with ω = b+
√
D

2 . Here G′ is the subgroup of SL2(R) in the identity component
of the automorphism group of Q consisting of elements preserving (x1, y1)+Z2.
Moreover, we have

(2.3)
M

f

[
2a b
b 2c

] [
i
j

]
∈ Z2.
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Proof. Let OK be the ring of integers of K. Let a be an integral ideal of K
in a ray class C modulo f. For a subset X of K, we denote by X+ the set
of totally positive elements in X. Here we adopt the notational convention
X+ = X if D < 0.

If we take an integral primitive ideal b in the narrow ideal class of the
ideal a−1f0, then there exists a totally positive number z ∈ K satisfying b =
(z)a−1f0. We can rewrite

θ(τ ;C) =
∑
a∈C

a⊂OK

qNK(a)

=
∑

α∈(1+a−1f0)+/(O×
K∩(1+f0))+

qNK(αa)

=
∑

β∈(z+b)+/(O×
K∩(1+f0))+

qNK(b−1f0)NK(β)

with q = exp(2πiτ). In the case of D > 0, if we take a′ = (ν)a, z′ = νz, then
we have b = (z′)a′−1f0 and νz + b = −z + (1 + ν)z + b = −z + b.

By [1, Proposition 8.4.5], the integral primitive ideal b can be written as

b = aZ+ ωZ, ω =
b+

√
D

2
with D = b2 − 4ac.

We may assume a > 0. Then, there exists a unique pair (x1, y1) of rational
numbers such that

0 < x1 ≤ 1, 0 ≤ y1 < 1, ax1 + ωy1 ∈ z + b.

Here supposing that x1 = 1 and y1 = 0 implies z ∈ b = (z)a−1f0, namely
1 ∈ a−1f0. Therefore we have f0 | a. This contradicts a ∈ C ∈ ClK(f) because
f0 ̸= OK . Thus we must have x1 ̸= 1 or y1 ̸= 0.

We set

Q(x, y) =
NK(ax+ ωy)

NK(b)
= ax2 + bxy + cy2

for x, y ∈ Q. By [1, Proposition 8.3.3], we identify (O×
K ∩ (1 + f0))+ with G′

via the regular representation

Φ : (O×
K)+ −→ SL2(R) ; ax+ ωy 7→

[
ax −cy
ay ax+ by

]
.

Indeed, any ϵ ∈ (O×
K)+ such that Φ(ϵ) ∈ G′ satisfy ϵz + b = z + b. By

ϵz = z + (ϵ− 1)z, this implies ϵ ∈ 1 + f0. Therefore, if D < 0, then we obtain

θ−(τ,C) =
∑

[
x
y

]
∈
[
x1
y1

]
+Z2/G′

qNK(f0)Q(x,y),
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and if D > 0, then we obtain

θ+(τ,C) =
∑

[
x
y

]
∈
[
x1
y1

]
+Z2/G′

Q(x,y)>0

sgn(ax+ ωy) qNK(f0)Q(x,y).

Let M be the least common multiple of the denominators of x1 and y1. It
follows that i = Mx1, j = My1 are non-negative integers. Multiplying M2 to
NK(f0)Q(x+ x1, y + y1) yields

1

f
(a(Mx+ i)2 + b(Mx+ i)(My + j) + c(My + j)2)

with f = M2

N(f0)
and x, y ∈ Z. This pair (i, j) determines a congruence condi-

tion, and Dirichlet’s theorem on primes in arithmetic progressions [13, Chapter
II, Theorem 3.4] shows that f is a positive integer. By the equation

1

f
Q(Mx+ i,My + j) =

1

f

(
M2Q(x, y) +M

[
x y

] [2a b
b 2c

] [
i
j

]
+Q(i, j)

)
,

we see that f is a positive integer satisfying f | M2 and f | Q(i, j). The
condition (2.3) follows from the fact that NK(f0)Q(x+x1, y+y1) is an integer
for all x, y ∈ Z. Thus it remains to prove MD

f ∈ Z. By (2.3), we get the
equation [

i
j

]
= − f

MD

[
2c −b
−b 2a

] [
X
Y

]
with X,Y ∈ Z.

We set α
β = f

MD with gcd(α, β) = 1. By α | f | M2 and α | gcd(i, j), we get

α = 1. This implies MD
f ∈ Z. This completes the proof of Proposition 2.4.

The following proposition shows that the right hand side of the equations
(2.1) and (2.2) in Proposition 2.4 can be written as θ(τ ;h,A,N).

Proposition 2.5. Let Q(x, y) = ax2 + bxy + cy2 be a quadratic form and let
i, j,M, f be positive integers. We set

A0 =

[
2a b
b 2c

]
, h0 =

[
i
j

]
, k =

M2

f
, v =

M | detA0|
f

,

and A = kA0, h = vh0, N = k|detA0| =Mv.

We assume k, v ∈ Z>0 and the condition (2.3). Then, if −detA < 0, then we
have

(2.4)
∑

[
x
y

]
∈
[
i
j

]
+MZ2/G′

e

(
1

f
Q(x, y)τ

)
= θ−(τ ;h,A,N),
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and if −detA > 0, then we have

(2.5)
∑

[
x
y

]
∈
[
i
j

]
+MZ2/G′

Q(x,y)>0

sgn(ax+ ωy) e

(
1

f
Q(x, y)τ

)
= θ+(τ ;h,A,N).

Proof. By the assumption (2.3), h ∈ HA follows from

Ah = N
M

f
A0h0 ∈ NZ2.

Next, we show the equations (2.4) and (2.5). Let g = h+N

[
x
y

]
∈ h+NZ2.

We compute

A[g]

2N2
=

M2v2

fM2v2
1

2
A0

[
h0 +M

[
x
y

]]
=

1

f

(
a(Mx+ i)2 + b(Mx+ i)(My + j) + c(My + j)2

)
.

This completes the proof.

Now, we can prove Theorem 2.2 (i).

Proof of Theorem 2.2 (i). From Proposition 2.4 and Proposition 2.5, it follows
that there exist A,N, h,m such that θ±(τ ;C) = θ±(τ ;h,A,N). Dirichlet’s
theorem on primes in arithmetic progressions shows h ∈ H 1

A .

To prove Theorem 2.2 (ii) , we need the following two propositions. They
are the converse of Proposition 2.4 and Proposition 2.5.

Proposition 2.6. Let θ±(τ ;h,A,N) be a theta function in Definition 1.1 with
h ∈ H 1

A . Then, there exist a quadratic form Q(x, y) = ax2 + bxy + cy2 and
positive integers i, j,M, f such that if −detA < 0, then we have

θ−(τ ;h,A,N) =
∑

[
x
y

]
∈
[
i
j

]
+MZ2/G′

e

(
1

f
Q(x, y)τ

)
,

if −detA > 0, then we have

θ+(τ ;h,A,N) =
∑

[
x
y

]
∈
[
i
j

]
+MZ2/G′

Q(x,y)>0

sgn(ax+ ωy) e

(
1

f
Q(x, y)τ

)
,

with gcd(i, j,M) = 1 and gcd
({

1
fQ(Mx+ i,My + j) | x, y ∈ Z

})
= 1.
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Proof. We set h =

[
i0
j0

]
∈ H 1

A , v = gcd(N, i0, j0),M = N/v, i = i0/v, j = j0/v

and obtain
A[g]

2N2
=

k

M2
Q(Mx+ i,My + j)

for g = h+N

[
x
y

]
∈ h+NZ2. Since Q(Mx+ i,My+j) is a positive integer for

any x, y ∈ Z, the denominator of M2

k is a divisor of gcd(Rh). By the assumption

h ∈ H 1
A , we see that M2

k is a positive integer. If we set f = M2

k , then we get

the positive integer f with gcd
({

1
fQ(Mx+ i,My + j) | x, y ∈ Z

})
= 1. This

completes the proof.

Proposition 2.7. We assume that Q(x, y) = ax2 + bxy + cy2 is a quadratic
form with a > 0. Let i, j,M be positive integers with gcd(i, j,M) = 1, and let f

is the positive number such that gcd
({

1
fQ(Mx+ i,My + j) | x, y ∈ Z

})
= 1.

We set

D = b2 − 4ac, K = Q(
√
D), z0 = a

i

M
+
b+

√
D

2

j

M
,

b = aZ+
b+

√
D

2
Z, and (z) =

n

m

where z ∈ z0 + b is a totally positive number and m, n are coprime integral
ideals. We define f0 = bm

gcd(b,n) and put a = (z)b−1f0. Then, there exists

C ∈ ClK(f) with a ∈ C such that∑
[
x
y

]
∈
[
i
j

]
+MZ2/G′

e

(
1

f
Q(x, y)τ

)
= θ−(τ ;C) if −detA < 0,

and ∑
[
x
y

]
∈
[
i
j

]
+MZ2/G′

Q(x,y)>0

sgn(ax+ ωy) e

(
1

f
Q(x, y)τ

)
= θ+(τ ;C) if −detA > 0.

Proof. Since the integral ideal a = n
gcd(b,n) is prime to f0, there exists C ∈

ClK(f) containing a = (z)b−1f0. By following the proof of Proposition 2.4, we
obtain the proposition.

Now, we can prove Theorem 2.2 (ii).

Proof of Theorem 2.2 (ii). By Proposition 2.6 and Proposition 2.7, we see that
there exists a ray class C ∈ ClK(f) such that θ±(τ ;h,A,N) = θ±(τ ;C).
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The following example is a definite case of Theorem 2.2.

Example 2.8. Let K = Q(
√
−23) and f = (1 +

√
−23). The ray class group

ClK(f) ≃ Z/6Z has a generator C− = [(15ω+20, 40ω− 15)] with ω = 1+
√
−23
2 .

Using Proposition 2.4 and Proposition 2.5, we have the following equations:

θ−(τ ; [OK ]) = θ−

(
τ ;

[
0
46

]
, A1, N

)
, θ−(τ ;C−) = θ−

(
τ ;

[
230
184

]
, A3, N

)
,

θ−(τ ;C
2
−) = θ−

(
τ ;

[
138
506

]
, A2, N

)
, θ−(τ ;C

3
−) = θ−

(
τ ;

[
0

230

]
, A1, N

)
,

θ−(τ ;C
4
−) = θ−

(
τ ;

[
46
368

]
, A3, N

)
, θ−(τ ;C

5
−) = θ−

(
τ ;

[
138
322

]
, A2, N

)
,

with N = 552, A1 = 24

[
2 1
1 12

]
, A2 = 24

[
4 1
1 6

]
, A3 = 24

[
4 −1
−1 6

]
.

The following example is an indefinite case of Theorem 2.2.

Example 2.9. Let K = Q(
√
10), and f0 = (3, 1 +

√
10). The ray class group

ClK(f) ≃ Z/4Z has a generator C+ = [(2,
√
10)]. Using Proposition 2.4 and

Proposition 2.5, we have the following equations:

θ+(τ ; [OK ]) = θ+

(
τ ;

[
0
80

]
, A1, N

)
, θ+(τ ;C+) = θ+

(
τ ;

[
40
80

]
, A2, N

)
.

with N = 120, A1 = 3

[
4 4
4 −6

]
, A2 = 3

[
2 6
6 −2

]
.

§3. The action of Hecke operators

In this section, we describe the action of Hecke operators on theta functions
attached to ray classes. Let p be a prime. Define the U -operator Up and the
V -operator Vp by

Up

 ∞∑
n≥0

anq
n

 =
∞∑
n≥0

apnq
n, Vp

 ∞∑
n≥0

anq
n

 =
∞∑
n≥0

anq
pn.

The Hecke operator Tp acts on a modular form f ∈M1(Γ1(N)) by

Tpf = Upf + (Vpf) |1 γp with γp =

[
∗ ∗
∗ p

]
∈ Γ0(N).

The following theorem extends Hecke’s result [4] to the ray class group case.
Our result also includes the indefinite case.
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Theorem 3.1. Let p be a prime with p ∤ N . We have

Tpθ±(τ ;C) =

θ±(τ ;C[p
−1]) + θ±(τ ;C[p

′−1]), if
(
D
p

)
= 1 and (p) = pp′,

0, if
(
D
p

)
= −1.

To prove Theorem 3.1, we need the following lemma.

Lemma 3.2. Let a be a positive integer with gcd(a,N) = 1. If

θ±(τ ;C) = θ±(τ ;h,A,N),

then
θ±(τ ;C[(a)]) = θ±(τ ; ah,A,N).

Proof. We compute

θ−(τ ;C[(a)]) =
∑
a∈C

e(a2NK(a)τ) =
∑

g≡h mod N

e

(
a2
A[g]

2N2
τ

)
= θ−(τ ; ah,A,N).

In the same way, we can show the case of θ+(τ ;C[(a)]).

Proof of Theorem 3.1. By Theorem 2.2, Theorem 1.2 and Lemma 3.2, we have

(Vpθ−(τ,C)) |1 γp =
(
D

p

)
θ−(pτ,C[(p)]

−1).

If
(
D
p

)
= 1 and (p) = pp′, then we have∑

a∈C
N(a)≡0 mod p

qNK(a) =
∑
a∈C

a≡0 mod p

qNK(a) +
∑
a∈C

a≡0 mod p′

qNK(a) −
∑
a∈C

a≡0 mod pp′

qNK(a).

This shows

Tpθ−(τ ;C) =
∑
a∈C

NK(a)≡0 mod p

qp
−1NK(a) +

∑
a∈C[(p)]−1

qpNK(a)

=
∑

a∈C[p]−1

qNK(a) +
∑

a∈C[p′]−1

qNK(a)

= θ−(τ ;C[p
−1]) + θ−(τ ;C[p

′−1]).

If
(
D
p

)
= −1, then we have∑

a∈C
N(a)≡0 mod p

qNK(a) =
∑
a∈C

a≡0 mod (p)

qNK(a).
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This implies

Tpθ−(τ ;C) =
∑
a∈C

NK(a)≡0 mod p

qp
−1NK(a) −

∑
a∈C[(p)]−1

qpNK(a) = 0.

In the same way, we can show the case of θ+(τ ;C).

Using Theorem 2.2 and Theorem 3.1, we see the action of Hecke operators
on θ±(τ ;h,A,N). The following example is a definite case of Theorem 3.1.
An indefinite case will be given in Example 4.6.

Example 3.3. We keep the notation in Example 2.8. Let p1 = (13, 2ω + 8)
and p2 = (13, 2ω+3). Then, we have [p−1

1 ] = C5
−, [p

−1
2 ] = C− and (13) = p1p2.

By Theorem 3.1 and Example 2.8, we obtain

T13θ−(τ ; [OK ]) = θ−(τ ;C
5
−) + θ−(τ ;C−).

This implies

T13

 ∑
x≡0 mod 12
y≡1 mod 12

q
1
6
(x2+xy+6y2)

=
∑

x≡3 mod 12
y≡7 mod 12

q
1
6
(2x2+xy+3y2)+

∑
x≡5 mod 12
y≡4 mod 12

q
1
6
(2x2−xy+3y2).

§4. Hecke eigenforms as a linear combination of θ±(τ ;h,A,N)

In this section, we express Hecke eigenforms in [10, Thorem 4.8.2 and Theorem
4.8.3] as linear combinations of the theta function θ(τ ;h,A,N). First, we
define theta functions attached to Hecke characters by linear combinations of
θ(τ ;C).

Let K = Q(
√
D) be a quadratic field with the discriminant D, f a modulus

of K, and f0 the finite part of f. We denote a′ by the conjugate of a. In this
paper, we assume that a Hecke character χ modulo f0 is a class character in
the sense of [10, §3.3] and satisfies

(4.1) χ((a)) =

{
1, D < 0,

sgn(a) or sgn(a′), D > 0,

for a ≡ 1 mod f0. Since χ is a class character, we identify χ with a character
on the ray class group ClK(f). The theta function attached to the Hecke
character χ is the function on the upper half plane H defined by

(4.2) Θ(τ ; f, χ) =
∑

C∈ClK(f)

χ(C)θ(τ ;C).
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Let T(N) be the algebra generated by all the Hecke operators Tn with
gcd(N,n) = 1. Recall that a Hecke character χ decomposes χ = χfχ∞ in the
sense of [10, §3.3].

Theorem 4.1 ([10, Thorem 4.8.2 and Theorem 4.8.3]). If χ is a Hecke char-
acter modulo f0 satisfying (4.1), then Θ(τ ; f, χ) =

∑∞
n=0 anq

n ∈M1(N,χfψD)
is a T(N)-eigenform with

(4.3) ap =

χ([p]) + χ([p′]),
(
D
p

)
= 1 and (p) = pp′,

0,
(
D
p

)
= −1,

where p is a prime with p ∤ N and ψD is a Kronecker character
(
D
·
)
. Moreover,

if χ is primitive, then Θ(τ ; f, χ) is a newform.

Remark 4.2. We can check Θ(τ ; f, χ) ∈ M1(N,χfψD) by Theorem 1.2 and
Theorem 2.2. By Theorem 3.1, we see that Θ(τ ; f, χ) is a Hecke eigenform and
that ap satisfies the equation (4.3).

Theorem 2.2 enables us to express the newform Θ(τ ; f, χ) in (4.2) as a linear
combination of θ±(τ ;h,A,N) in Definition 1.1.

Corollary 4.3. We have

Θ(τ ; f, χ) = uD
∑

C∈ClK(f)

χ(C)θ±(τ ;h,A,N),

where h,A,N are determined by C by Theorem 2.2 (i) and uD = 1 or 1
2

according as D < 0 or D > 0.

If the ray class field modulo f is a ring class field, then it is known that a
newform in S1(|D|, ψD) is expressed as a linear combination of binary theta
functions without congruence conditions, but if not, we need theta functions
with congruence conditions.

Remark 4.4. Kani [6] showed that the space generated by the binary theta
function attached to the positive definite forms without congruence conditions
as a subspace of M1(|D|, ψD) is precisely the subspace of modular forms with
CM by ψD. However, if χf is not a Kronecker character, then Θ(τ ; f, χ) in
(4.2) is not contained in the space constructed by Kani, because Theorem 3.1
shows that Θ(τ ; f, χ) ∈M1(N,χfψD) has CM by ψD. In particular, if D > 0,
there exist theta functions Θ(τ ; f, χ) which are not contained in Kani’s space.
For example, see [7, Example 6.12].

The following example is a definite case of Theorem 4.1.
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Example 4.5. We keep the notation in Example 2.8. Let χ− be a character
on the ray class group ClK(f). Using Theorem 4.1 and Example 2.8, we see
that

Θ(τ ; f, χ−) =

5∑
n=0

χ−(C
n
−)θ(τ ;C

n
−)

=

 ∑
x≡0 mod 12
y≡1 mod 12

+χ−(C
3
−)

∑
x≡0 mod 12
y≡5 mod 12

 q
1
6
(x2+xy+6y2)

+

χ−(C−)
∑

x≡3 mod 12
y≡7 mod 12

+χ−(C
4
−)

∑
x≡3 mod 12
y≡11 mod 12

 q
1
6
(2x2+xy+3y2)

+

χ−(C
2
−)

∑
x≡1 mod 12
y≡8 mod 12

+χ−(C)
5

∑
x≡5 mod 12
y≡4 mod 12

 q
1
6
(2x2−xy+3y2)

is a T(552)-eigenform in M1(552, χ−ψ−23). Moreover, if χ− is not the trivial
character, then Θ(τ ; f, χ−) ∈ S1(552, χ−ψ−23) is a newform.

The following example is an indefinite case of Theorem 4.1.

Example 4.6. We keep the notation in Example 2.9. Let χ+ be a character
on the ray class group ClK(f). Using Theorem 4.1 and Example 2.9, we see
that

Θ(τ ; f, χ+) =
4∑

n=0

χ+(C
n
+)θ(τ ;C

n
+)

=
∑

x≡0 mod 3
y≡2 mod 3

2x2+4xy−3y2>0
mod ⟨X1⟩

sgn
(
2x+ (2 +

√
10)y

)
q

1
3
(2x2+4xy−3y2)

+ χ+(C+)
∑

x≡1 mod 3
y≡2 mod 3

x2+6xy−y2>0
mod ⟨X2⟩

sgn
(
x+ (3 +

√
10)y

)
q

1
3
(x2+6xy−y2)

is a newform in S1(120, χ+fψ40) where X1 =

[
31 18
12 7

]
, X2 =

[
1 6
6 37

]
. In the

last equation, the first sum means that

[
x
y

]
runs over

[
0
2

]
+ 3Z2/⟨X1⟩ and

2x2 + 4xy − 3y2 > 0. The same applies to the second sum.
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