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Challenges in understanding consumers

• Ambiguous language

• Ratings scales
• Yeah and nay-saying

• Haloing

• Pre-define statements

• Choice-based analysis
• Conjoint: incentive alignment

• Revealed demand: short purchase histories
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Customer review data

• Unstructured

• Use of dummy-variable regression
• Valence

• Appearance of words

• Applied to intent, experience, conversion, attributes, sales

• Difficulty with high-level interactions
• 1,000 unique terms are usual

• Variable selection
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Topic modeling

• Topics are comprised of word vocabularies (words and probabilities).

• A review or articles is associated with many potential topics.

• Words are thought to appear after choosing a topic, and then a word 
from the topic vocabulary.

• Word and topic probabilities are estimated from the observed word 
counts across documents.

• Topics can be related to other data, such as customer ratings on a 
fixed-point scale.
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Büschken and Allenby (2016)

• Sentence-based analysis

• Predict customer ratings of products
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LDA model
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Ratings sub-model

Cut-point model for ratings:

Latent regression on topic probabilities:

Topic probabilities for each review
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Latent regression results
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What about conjunctions and other 
punctuation?
• Introduce an autocorrelated topic model where topic carryover is 

more generally driven by conjunctions (and, but, because) and 
punctuation (periods, exclamation marks, commas).

• These syntactic elements are routinely stripped out of text analysis 
because they are content-neutral.

• Our model assumes that a reviewer stays with a topic for some time 
before switching to another.  The probability of topic change is a 
function of these elements of speech.
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Illustration
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Original review

Arrows indicate covariates
for topic carryover



Autocorrelated Topic LDA (AT-LDA)
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Either stay with the topic or not

Pr(stay) = f(topic constant, speech)



Topic changepoint model (TCPM)

12



Topics runs from a Poisson distribution
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Fit results
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Predictive fit results
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Topic chunking
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Change in topic change probability
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Topic uniqueness – term overlap frequency
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Topic coherence – KL divergence
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Topic response latency - word cloud stimuli
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Topic response latency - results
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Distribution of topic probabilities
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Example customer reviews
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Restaurant Topic 3 Camping Tent Topic 1



Restaurant topics
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Ratings sub-model

Cut-point model for ratings:

Latent regression on topic probabilities:

Topic probabilities for each review
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Predicting ratings
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Restaurant regression
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Camping Tent regression
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Next steps

• Other research
• Incorporation into choice models

• GoM models and extremes
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